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ABSTRACT 

Motor vehicle accidents are a source of many preventable injuries and deaths, worldwide. 

Several statistical and econometric models have been developed to predict and explain crash 

events. Research indicate that 93% of traffic accidents are due to human error. The objective of 

this research is twofold – first, to develop a macro level safety planning framework by 

identifying socioeconomic factors that influence crash frequencies and second, to characterize 

traffic congestion attributed to a crash events.  To this effect, a Geographically Weighted Poisson 

Regression (GWPR) model, a suite of Spatial Econometric models and a Mixed Logit model 

were estimated. Data used included crash records from 2009 to 2013 in Alabama comprising 

647,477 crash events. These included 4,814 crashes on Interstate 65 and 21,818 crashes related 

to Driving Under the Influence (DUI). Other data comprised socioeconomic data from US 

census, weather data, traffic data, spatial data from ESRI and crowd sourced speed data. Results 

indicate that DUI crash rates and frequencies at postal code level are predominantly influenced 

by rate of employment, income, population density, level of education, household size and 

housing characteristics. In addition, level of congestion attributed to a crash depends on factors 

including traffic volume, speed, weather, time of the event, severity of the crash, presence of 

physical barrier separating opposing traffic lanes, work zone, percent of heavy trucks and 

whether the crash occurred in an urban area or rural area. These results are unequivocal 

regarding the importance of geographic variation and heterogeneity in driver behavior and the 

general road safety. 
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CHAPTER 1. INTRODUCTION 

1.1 General 

Motor vehicle crashes are a source of many preventable deaths and injuries worldwide 

(World Health Organization, 2015). Even though the number of fatalities per 100 vehicle miles 

traveled (VMT) is declining in the United States, traffic crashes still result in over 30,000 deaths 

annually (National Highway Traffic Safety Administration, 2010). As a result, research in road 

safety has become an increasingly important topic, in which one of the challenges has been how 

to effectively analyze individual crash events. Several statistical models and econometric models 

have been developed to predict and explain crash events (Lord and Mannering, 2010). Besides 

exploring the physical infrastructure, research indicate that approximately 93% of crashes are 

due to human factors (Driggs-Campbell, et al., 2015). In addition, geographic heterogeneity in 

human attributes makes it more complex to identify the specific human factors that contribute to 

crash events. Geographic Information Science (GIS) has been used to visualize, analyze and 

interpret patterns in crash data. Notwithstanding, a continued effort in traffic analysis is required 

to identify high impact countermeasures. Whereas extensive research has been done on road 

safety regarding road geometry, weather condition and traffic volume, there are more research 

efforts seeking to quantify and establish the relationship between crash frequencies and 

socioeconomic factors. This has resulted in the need to incorporate safety planning in 

infrastructure planning to help identify intervention measures at planning stage. 

 



www.manaraa.com

2 
 

Noting that motor vehicle crashes are random events which occur in space and time, they 

also exhibit an attribute of spatial dependence and spatial autocorrelation which should be 

considered in analysis. Most statistical and econometric models assume neither spatial 

correlation nor spatial dependence (e.g., Mehta and Lou, 2013; Islam, et al., 2014). Gauss-

Markov assumptions require that there should be no multicollinearity, otherwise, the parameter 

estimates cannot be Best Linear Unbiased Estimate (BLUE). 

Traditionally, all econometric models are anchored on a Generalized Linear Model 

(GLM) technique after variable transformation depending on the nature of the distribution and 

skewness of the data. Due to the magnitude of unobserved heterogeneity (Mannering, et al., 

2016), most statistical and econometric models hardly comply with the homoscedasticity 

assumption which requires the residuals to be independently and irrelevantly distributed with a 

mean of zero and a given specific standard deviation. As a result, heteroskedasticity and serial 

autocorrelation cannot be rejected. Holding the assumption of neither spatial dependence nor 

serial autocorrelation validates the coefficient estimates. If these assumptions are lifted, then the 

estimates will always be biased. Due to this problem, spatial econometric methods and models 

offer an alternative methodology to analyze crash data. With the improvement in GIS technology 

and detailed data being collected for every crash event, new opportunities to analyze, understand 

and improve safety become available. Whereas, a detailed review and assessment of 

methodological alternatives has been done (Lord and Mannering, 2010), other studies have also 

shown that spatially informed analysis hold promise in developing a better understanding of road 

safety (Mannering and Bhat, 2014; Mehta, et al., 2014). 
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1.2 Overall Research Objective 

There are two broad objectives of this research. The first main research objective is to 

identify and understand spatial relationships between macro level socioeconomic factors and 

crashes attributable to human behavior (e.g., driving under the influence). To achieve this 

objective, the research focuses on two separate but related, efforts. The first effort identifies 

macro level socioeconomic factors that significantly influence driving under the influence (DUI) 

crashes in Alabama using a Geographically Weighted Poisson Regression. The second effort 

examines the relationship between socioeconomic factors and traffic safety using a suite of 

spatial econometric models and as a case study on DUI crashes in Alabama. Both studies address 

the fact that there is spatial dependence among crash data. The findings from the first and the 

second sub-objectives are then compared to identify factors that can be used to improve the 

overall road safety.  

The second main research objective is to examine the relationship between factors 

contributing to crash occurrence and severity to the extent of traffic congestion resulting from 

such events. To achieve this objective, the research focused on measurement and analysis of 

traffic congestion attributable to Interstate crashes and identify factors that influence the level of 

congestion.  
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1.3 Organization and Structure of the Dissertation  

Chapter 1 presents an overall introduction and background of the application of 

geospatial techniques in road safety. Chapter 2 describes the development of a Geographically 

Weighted Poisson Regression (GWPR) model using aggregated postal code level crash 

frequency as dependent variable and socioeconomic data as independent variables. In this case, a 

geographic weighting is based on the average nearest neighborhood analysis which used 

optimum bandwidth and kernel function to estimate a postal code level GWPR model for crash 

frequency. Chapter 3 describes the application of spatial econometric methods and model to 

estimate various spatial models for characterizing crash rates at the postal code level. The 

geographic weighting in this case is based on a queen’s contiguity matrix which considers 

neighborhood based on shared boundary. The weights are then standardized to ensure that 

weights attributed to each postal code sums up to one. Chapter 4 is a crash mobility and 

congestion analysis which focuses on congestion attributed to a crash event on a specific road 

section. It is a discrete choice outcome model for crash congestion severities. Finally, Chapter 5 

discusses the overall conclusions and recommendations from the research findings. 

1.4 Background of Geospatial Techniques in Road Safety Research 

This section discusses examples of Geographic Information Science (GIS) techniques 

commonly used to analyze safety data. Mapping has been a primary role of GIS in the analysis. 

Maps show the crash location and are useful in visualizing clusters. However, as crash density 

increases, the amount of information that can be gathered from the map decreases due to point 

overlap. Therefore, mapping alone is insufficient to study the geospatial nature of crash events. 

The GIS tools used in this research are introduced in the following sections. 
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1.4.1 Global Moran’s I Index 

Global Moran’s I is a measure of spatial autocorrelation based on feature location and 

attribute values. It is suitable for point features such as crashes with feature attributes, for 

example the number of crashes. It estimates whether features are clustered or dispersed. Local 

Moran’s I identify statistically significant hotspots. It estimates the z-score and p-values which 

are a measure of statistical significance (Mitchell, 2005). A positive Moran’s I Index shows that 

the dataset tends to cluster spatially while a negative index show that the points are dispersed. An 

Index value closer to zero indicate that the points are random. 

1.4.2 Nearest Neighbor Analysis and Spatial Autocorrelation 

Average Nearest Neighbor (ANN) analysis is used to test a null hypothesis that 

events/features are randomly distributed. The analysis returns a z-value and p-value which is a 

numerical approximation of the area under the curve for a known distribution (Mitchell, 2005). 

This technique is applicable if crash data is being analyzed as point data to test if crashes are 

random events or clustered events. Black (1991) and Levine, et al., (1995) used the nearest 

neighbor index to analyze crash data in Indiana and Honolulu respectively. The nearest neighbor 

index identifies if the observed feature distribution is clustered, random or dispersed by utilizing 

distance between features and the expected mean distance between the features. The same result 

can be achieved using cluster analysis and hotspot analysis or even kernel density estimation.  

On the other hand, spatial autocorrelation measures the relationship between events based 

on both value and location. It evaluates whether the pattern expressed is either clustered, 

dispersed or random and calculates the Moran’s I Index and the z-value and p-value to assess 

significance of the index (Mitchell, 2005). It is important in understanding spatial dependence 

and unobserved heterogeneity or patterns. A positive Moran’s Index shows the dataset tend to 
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cluster spatially.  For example, Erdogan (2009) used spatial autocorrelation analysis to show 

whether provinces with high rates of fatalities were clustered.  

1.4.3 Kernel Density Estimation (KDE)  

KDE estimates the density of features using a kernel function per unit area. Many 

researchers have used both planar and network kernel density estimation to analyses crash data. 

Flahaut, et al., (2003) compared the local spatial autocorrelation index and the kernel density 

estimation method to identify location and length of roads sections characterized by a 

concentration of accidents in Belgian (Flahaut, et al., 2003).  Krishna et al (2005) used the kernel 

density estimation method to identify high pedestrian crash zones in Nevada. In addition, 

Anderson (2007) used KDE to investigate the merits of network analysis and area wide analysis 

in identification of road accident hotspots in London. Many other researchers have used KDE to 

analyze road safety data. For example, Pulugurtha, et al., (2007) used kernel method to identify 

high pedestrian crash zone. Borruso (2008) developed network density estimation and 

implemented in GIS then compared the method to planar kernel density estimation for cities in 

Italy and UK. Erdogan, et al., (2008) used kernel density method to identify hotspots in Turkey. 

Xie and Yan (2008) did a similar study by developing a network kernel estimation method and 

comparing with planar kernel density estimation. Anderson (2009) also used kernel density 

method to identify road accident hotspots in London. 

1.4.4 Hotspot Analysis and Getis Ord Gi* 

This tool calculates the G-i-star for each feature in the dataset and identifies statistically 

significant spatial clusters of high values (hot spots) and cold spots (Low values). It considers the 

feature values and the corresponding values of neighboring features (Mitchell, 2005). A feature 
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becomes a hotspot if it is statistically significant (p-value less than 0.05), has a high value and is 

surrounded by features with high values within a specified distance of analysis. A high z-score 

shows hotspot of high value features. A low z-score shows a cold spot of low value features 

(Mitchell, 2005). This method was successfully used to analyze spatial-temporal data on AIDS 

epidemic in san Francisco (Ord and Getis, 1995). 

Hotspot analysis uses point data and creates a map of statistically significant hot and cold 

spots using the Getis Ord Gi* statistic values (Mitchell, 2005). Steil and Parrish (2009) 

developed a hotspot identification taxonomy and implemented in GIS by analyzing events on 

road segments and countermeasure activity on the segment. Finally, Gundogdu (2010) also used 

hotspot analysis to analyze crash data in Konya, Turkey. Finally, Khan et al., (2008) analyzed 

weather related crash patterns in Wisconsin using Getis Ord Gi*. 

1.4.5 Geographically Weighted Regression (GWR) Analysis 

Geographically Weighted Regression (GWR) is a linear formulation which models 

spatially varying features based on independent and dependent variables (Fotheringham, et al., 

2000). It improves on standard regression by accounting for spatial autocorrelation. This study 

explores the application of Geographically Weighted Poisson Regression (GWPR) in analysis of 

crash data. GWPR is a combination of GWR and Poisson regression. 

1.5 Background of Crash Congestion Analysis  

The second aspect of this research focuses on the relationship between congestion 

severity and road accidents. Whereas it is expected that any random crash event will result into 

traffic congestion of some magnitude, it is important to quantify the severity of the resulting 

congestion. This can either be a low, medium or high severity congestion depending on the 



www.manaraa.com

8 
 

impact on free flow speed and the total queue length of the affected vehicles. The relationship 

between congestion and accidents has been widely researched (e.g., Dickerson, et al., 2000; 

Quddus, et al., 2010; Hojati, et al., 2013; Hojati, et al., 2014). Whereas these research efforts 

show the impact of traffic congestion on accidents, the opposite is still a subject for further 

investigation. As such, there is a need to establish how much congestion is expected from a 

random crash event. The findings from these efforts is important in that they can help to 

minimize congestion while at the same time improve road safety. It is also inherent that a queue 

on an interstate is likely to result in a secondary crash at the tail of the queue. As such, these 

research efforts can also help mitigate the occurrence of secondary crashes. Though still, 

occurrences of secondary crashes can be a subject of independent investigation. Chapter 4 

presents a detailed analysis and discussion of a crash mobility analysis which defines the 

relationship between congestion severity and road accidents. 
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CHAPTER 2. GEOGRAPHICALLY WEIGHTED POISSON REGRESSION ANALYSIS 
OF SAFETY DATA AND MACRO LEVEL SOCIOECONOMIC FACTORS – A CASE 

STUDY OF ALABAMA DUI CRASHES 

2.1 Introduction 

The need to integrate safety in infrastructure planning has been widely accepted as a step 

towards improving road safety. Some researchers introduced the aggregated crash prediction 

process as a “crash generation” concept (Naderan and Shahi, 2010). Some studies have indicated 

that this can be done at the macro or micro level (e.g., Lovegrove and Sayed, 2006; Huang, et al., 

2016; Gomes, et al., 2017). An early attempt was made to estimate a macro level accident 

prediction model for planning purposes in Toronto using socioeconomic, traffic demand and 

network data (Hadayeghi, et al., 2002). Amoh-Gyimah (2017) gave an example of developing a 

crash count or crash rate model at macro level using socioeconomic, demographic, land use and 

transport network data (Amoh-Gyimah, et al., 2017). Previous studies have sought to establish a 

relationship between crash frequencies and socioeconomic factors (e.g., Hadayeghi, et al., 2010; 

Li, et al., 2013; Shariat-Mohaymany, et al., 2015; Amoh-Gyimah, et al., 2017).  However, most 

techniques which have been used for planning purposes have included models estimated using 

generalized linear modeling methods (Hadayeghi, et al., 2010). The primary limitation of this 

method is that it assumes that the independent variable estimates are fixed “globally” throughout 

the entire planning region. This ignores inter- and intra-geographical variability among different 

regions. 

This stationarity assumptions leads to violation of the Gauss-Markov requirements for 

absence of serial autocorrelation, multicollinearity and correlation among the error terms 
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(Wooldridge, 2013). Efforts have been made to address this problem and few examples are 

discussed in this section. Li (2013) used Geographically Weighted Poisson Regression (GWPR) 

to estimate a spatially varying model for county level crash data and compared it with a 

traditional Generalized Linear Model (GLM). Similarly, other researchers have investigated the 

relationship between the number of zonal collisions and potential transportation planning 

predictors, using the GWPR (e.g., Hadayeghi, et al., 2010). In addition, research has also been 

done on the relationship between crashes and socioeconomic factors (e.g., Abdel-Aty, et al., 

2011). 

Using this background, this research applies GWPR technique to explore and analyze 

driving under the influence (DUI) crashes in the State of Alabama. Alcohol-impaired driving 

accounts for substantial proportion of traffic-related fatalities in the United States (MacLeod, et 

al., 2015), and laws have been enacted in the United States to reduce alcohol related crashes 

(Romano, et al., 2015). This research focuses on road safety planning by analyzing the 

relationship between socioeconomic factors and accidents attributed to DUI. While it is 

acknowledged that safety can be enforced by the police through arrest, there are studies which 

have shown that DUI arrests alone cannot be sufficient as a countermeasure for drunk driving 

(Dula, et al., 2007). As such, it is important to also focus on education and awareness campaigns. 

The broad objective of this study is to understand how macro level socioeconomic factors 

affect traffic crashes.  This is achieved by undertaking a case study and developing a macro level 

crash prediction model for DUI crashes at postal code level and examining the relationship 

between DUI crashes and socioeconomic factors. To achieve this objective, a GWPR model for 

DUI crashes at the postal code level was estimated to define the relationship between DUI 
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crashes and socioeconomic factors while taking care of spatial dependence and geospatial 

autocorrelation among various postal codes.  

2.2 Approach and Methodology 

This section discusses the approach and methodology used in this study. To begin with, 

the Gauss-Markov assumptions are considered as listed below (Wooldridge, 2013):  

• Linearity - linear relationship between the dependent variable and the parameters;  

• Zero error mean - the expected mean of the error term is zero; 

• Homoscedasticity - the error term has a constant variance; 

• No serial correlation - the errors are not correlated over time and that there is no 

correlation among the dependent variable; 

• Deterministic parameters - no correlation between the parameters and the error term; 

and 

• Multicollinearity - the parameters are independent of each other and there is no 

multicollinearity.  

Regarding statistical and econometric models based on crash data, it has always been 

assumed that there is no spatial dependence or correlation among the dependent variable. This 

oversight inherently violates the Gauss-Markov assumption for “No serial correlation”. In 

addition, due to presence of spatial heterogeneity, most statistical and econometric models 

violate the Gauss-Markov assumption for “Deterministic parameters” and “Multicollinearity” 

(Lesage, 1999; Lesage, 2008). Spatial dependence and spatial heterogeneity introduces problems 

because of spatial aggregation, spatial externalities and spill-over effects (Anselin, 1988) which 
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is at the core of regional science and geography as expressed by Tobler (1970) that ceteris 

paribus:  

“everything is related to everything else, but near things are more related than distance 

things”  

From a modeling perspective, spatial dependence simply means that an observation at 

location � depends on other observations at locations �  where � � � and can be expressed as 

follows: 

�� � ������ � � ��� � � 
� � � �      (2.1) 

Mannering and Bhat (2014) emphasized that issues related to unobserved heterogeneity, 

endogeneity, spatial and temporal correlations remain a huge methodological barrier in the 

statistical analysis of crash data and in the understanding of factors that affect the likelihood of 

road crashes (Mannering and Bhat, 2014).  

2.2.1 Geographically Weighted Regression (GWR) 

Geographically Weighted Regression (GWR) is a technique that allows parameter 

estimates to vary over different geographic regions (Li, et al., 2013). To do this, it incorporates 

coordinates x-y into the model. (Feuillet, et al., 2015). The general form of GWR equation is 

given as (Nakaya, et al., 2016): 

�� � ������ ��� � � ����� ���  �� � !��      (2.2) 

Where: 

���  ���	
��!� are dependent variable, independent variable and error term respectively at 

location �.  
���� ��� represent the geographical location (co-ordinates) of location � 
����� ��� represent the parameter estimate for location � for independent variable ". 
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GWR is better than traditional modeling techniques because it allows for varying 

parameter estimates and as such, may lead to new and different interpretation of the results. This 

research will particularly use the framework of a Geographically Weighted Poisson Regression 

(GWPR) technique which is generally preferred for modeling count data (Hadayeghi, et al., 

2010; Aguero-Valverde, 2013; Shariat-Mohaymany, et al., 2015; Xu and Huang, 2015; Amoh-

Gyimah, et al., 2017) as discussed in the following section.  

GWPR was developed in 2005 (Nakaya, et al., 2005). It includes an advanced semi-

parametric component which has been applied to investigate spatial heterogeneity in regional 

safety modeling and explore spatially structured varying relationships in Florida (Xu and Huang, 

2015). The semiparametric version of GWPR is appropriate for regional crash modeling because 

it accounts for spatial correlation among crash data and independent variables by allowing for 

both local and global variables. Research has indicated that there is an important need to 

understand how variation in spatial units affects spatial heterogeneity (Amoh-Gyimah, et al., 

2017). When compared to random parameter negative binomial regression, the semiparametric 

GWPR gives the same significant parameters with the same signs across spatial units but with 

varying magnitude of the coefficient which emphasizes the importance of accurately assessing 

the impact of spatial heterogeneity on the dependent variables.   A study done in Costa Rica 

confirmed that spatial models are better at predicting crash frequencies (Aguero-Valverde, 

2013). Again, GWPR was employed in Mashad, Iran to investigate the relationship between 

crash data and socioeconomic characteristics at Traffic Analysis Zone (TAZ) level (Shariat-

Mohaymany, et al., 2015) which confirmed that GWPR performs better compared to the 

traditional GLM.  
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GWPR captures spatial non-stationarity. As mentioned above, it can take two formats, 

semiparametric and non-semiparametric. Poisson regression is used for count data modeling in 

which the dependent variable is either an integer greater than zero or zero.  The two variants of 

GWPR are presented below (Nakaya, et al., 2016): 

GWPR: ��#�$�%%$
�&'��( )*� ����� ���  �� � !�� +,       (2.3) 

Semiparametric GWPR: ��#�$�%%$
�&'��( )*� ����� ���  �� � � -.. /.�� � !�� +, (2.4) 

Where: 

 0� is the 123 independent variable for the associated fixed coefficient value -�, 
'� is an offset variable at location � and represent the expected value of the dependent 

variable, normally, in Poisson regression, this value defaults to one. 

The semiparametric version has both global fixed variables (whose parameter estimates 

do not vary by geographic location) and local variables (with varying parameter estimates 

depending on the geographic location).  This technique enhances the prediction performance of 

the estimated model. Further, to satisfy all the Gauss-Markov assumptions, GWPR allows for 

standardization of all variables using the z-transformation (Nakaya, et al., 2016). 

2.2.2 Kernel Functions 

In this approach, a kernel function is used to estimate geographic weights based on 

Euclidian distance and bandwidth. The Euclidian distance is the distance between the geographic 

location of the dependent variable and geographic location of the independent variable.  

Therefore, the weight varies such that variables closer to the dependent variable are given higher 

weights than variables further away from the dependent variable. There are four different options 

for kernel type functions and weights estimation as shown below (Nakaya, et al., 2016): 



www.manaraa.com

15 
 

• Fixed Gaussian:  ��� � ( ) 45���6 �67 8        (2.5) 

• Fixed bi-square:  ��� � 94� 5 ���6 �67 86 ������ : �;������������������������������� < �        (2.6) 

• Adaptive bi-square:  ��� � 94� 5 ���6 ����7 86 ������ : ����;������������������������������� < ����       (2.7) 

• Adaptive Gaussian:  ��� � ( ) 45���6 ����67 8                     (2.8) 

Where: 

��	
��� are the regression and location indices respectively. 

��� is the estimated geographical weight for independent variable at location � with 

reference to a dependent variable at location �.  
��� is the Euclidian distance between ��	
���.  
� is a fixed bandwidth over the geographic area.  

���� represent an adaptive bandwidth defined as "23 nearest neighbor.       

In this research, the adaptive bi-square kernel weight function was used because it can 

iteratively estimate the optimum bandwidth that fits the best model.  

The GWPR model is calibrated by a kernel regression method which uses the distance 

based weighting scheme. Based on the adaptive bi-square kernel function, the bandwidth 

changes for different locations which as a result change the number of neighborhoods associated 

with a given dependent variable at location �. Thus, each estimated model for the �=> dependent 
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variable has a unique optimum number of neighborhoods. In this approach, the best estimate of 

bandwidth is adopted as that which minimizes the Akaike Information Criterion (AIC) value 

(Feuillet, et al., 2015). Figure 2.1 represents the geographic weighting computation and 

bandwidth identification. Generally, regarding the adaptive spatial kernel, bandwidth tends to be 

wider in sparse geographic neighborhoods and narrower in a dense geographic neighborhood.  

      

Figure 2.1: Representation of the geographic weighting estimation. 
 

2.2.3 Goodness of Fit Statistics 

To determine how good the data fits the model, four goodness of fit statistics will be 

estimated namely - (1) Mean Prediction Bias (MPB), (2) Mean Square Prediction Error (MSPE), 

(3) Mean Absolute Deviance (MAD), (4) Akaike Information Criterion (AIC). These measures 

have been used by other previous related research and are given as follows (Li, et al., 2013): 

• Mean Prediction Bias (MPB) 

?�@ � *� �ABCDEFGFHC +I                          (2.9) 

��� 

��� 
��� 

 �� 

��� � � 

���� 
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MPB can be negative or positive. A positive value implies over estimation. While a 

negative value imply underestimation.        

• Mean Square Prediction Error (MSPE) 

?J�K � *� �ABCDEF�LGFHC +I                        (2.10) 

A lower MSPE is preferred. Is also called mean absolute prediction error. Assesses the 

error associated with validation or external data. 

• Mean Absolute Deviance (MAD) 

?MN � *� OABCDEFOGFHC +I                            (2.11) 

Smaller values of MAD are preferred. Gives average magnitude of variability of 

predictions.  

• Akaike Information Criteria (AIC) 

MPQ � 5R S TT � R S �
�UV(W�$��)	W	U=(W%�                    (2.12)   

AIC describes the trade off between bias and variance. The lower the AIC the better. 

Where: 

XYZ represent the predicted estimates, 


 represents the number of geographic regions, 

TT denotes log-likelihood and 

�� represents the actual values of the dependent variable for each geographic region.  

Finally, to check for serial autocorrelation, Moran’s I statistics were estimated for the 

residuals of the prediction estimates. Moran’s, I ranges from -1 to +1 and a 0 value indicates no 

spatial correlation among the residuals implying no serial autocorrelation (Mitchell, 2005). 
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2.2.4 Geographical Variability Test 

In a GWPR, if the geographic covariation of the significant variables is not statistically 

significant, then the model defaults to a GLM. Therefore, to determine if the geographic 

covariation is statistically significant, a geographic variability test is done for each local 

significant variable. Noting that local variables are those whose coefficients vary from region to 

region (the parameter estimates are not fixed). The geographic variability test for variable "� is 

done by comparing two models; one is the fitted GWPR model and the second is the model in 

which variable "� is held constant while the other variables remain as fitted in the GWPR model. 

The comparison is done using the AIC output. A model with lower AIC is always considered to 

be better than a model with higher AIC (Gonzalez-Rivera, 2016). For example, to test for 

geographic variability of independent variable  Z the two models are given as: 

Fitted Model: �� � ������ ��� � �Z���� ��� Z�� � !�        (2.13) 

Fixed Slope Model: �� � ������ ��� � �Z Z�� � !�            (2.14) 

If the model with the fixed slope has a lower AIC than the fitted model, then the 

coefficient estimate ����� ��� has a significant variation from region to region. The reverse is true 

if the fitted model has lower AIC than a fixed slope model. The two models are estimated using 

the same bandwidth (estimated using the adaptive bi-square kernel function). Finally, the 

difference in the models is shown by calculating the “Diff of Criterion” between the two models. 

If the fitted model has lower AIC then the “Diff of Criterion” will be positive implying there is 

no spatial variability. If the fitted model has a higher AIC, then the “Diff of Criterion” is 

negative implying there is significant geographic variability (Nakaya, et al., 2016).  
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2.3 Data 

This study used two types of data sets - (1) crash data and (2) socioeconomic data. The 

details of each data type are described in the following section. 

2.3.1 Crash Data 

Crash data were obtained from Critical Analysis Reporting Environment (CARE) hosted 

by the Center for Advanced Public Safety (CAPS) at the University of Alabama. The data were 

for each crash record provided by the Alabama Department of Transport (ALDOT). Each crash 

record contains all details related to a crash recorded by the police at the time of the crash. The 

data analyzed included crash events which occurred from 2009 to 2013. For the current study, 

the data were filtered resulting in a total of 21,818 crash record where DUI was the primary 

contributing circumstance.  Each crash record contained the postal code of “Driver 1” indicating 

the driver who was determined to be “at-fault” by the reporting police officer.  The DUI crashes 

were then sorted by postal code. The mean DUI crash per postal code was determined to be 13.9 

with a standard deviation of 25.11. Socioeconomic data were obtained from the US Census 

Bureau (U.S. Census Bureau, 2017). Population-based crash rates were computed by dividing the 

DUI crash frequencies by the population of residents in each postal code.  A total of 781 postal 

codes in Alabama were analyzed and model estimation was based on 639 as these were the ones 

with complete data sets for all variables. Table 2.1 summarizes the relevant crash data and 46 

socioeconomic data categories assembled for the study. 
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 Table 2.1 Variables considered in Spatial Econometric Models 

Variable Description (by postal code) 
Mean (Std. Dev) Variable Description (by postal code) Mean (Std. Dev) 

Crash rates normalized by population  0.01(0.01) Ln (males between ages 15 to 17) 1.24(0.73) 
% of population between ages 15 to 17 4.08(3.20) Ln (males who are separated) 0.55(0.85) 
% of females between ages 15 to 17 3.82(4.05) Ln (population who are separated) 0.81(0.74) 
% of males between ages 15 to 44 37.76(13.02) Ln (Crash rates normalized by population) -2.76(0.42) 
% of females between ages 15 to 44 36.49(12.71) Ln (population who are living in rented housing) 2.90(0.94) 
% of population aged above 65 16.23(10.02) Ln (% of females who have less than high school certificate) 2.09(1.43) 
% of males aged above 65 14.28(9.89) Ln (female population) 7.38(1.67) 
% of females aged above 65 18.11(11.13) Ln (% of male with bachelor’s degree or higher) 0.64(1.03) 
Employment rate  47.68(13.33) Ln (% of male who have less than high school certificate) 2.46(1.43) 
% of residents living in rented housing 24.43(16.58) Ln (population of residents with less than high school education) 2.51(1.24) 
% of population living in their own housing 74.19(18.54) Ln (population who have bachelor’s degree or higher) 0.97(1.10) 
% of population who are married 49.56(15.69) Ln (unemployment rate) 2.26(0.84) 
% of population who are divorced 11.70(5.37) Median income ($10,000) 4.02(1.79) 
% of population who are never married 12.69(24.75) Ln (divorced population who are black) 1.85(1.21) 
% of males who are married 51.96(16.57) Ln (divorced population who are white) 2.24(0.82) 
% of males who are divorced 11.39(6.48) Employment rate of population who are between ages 16 to 19 2.43(1.35) 
% of females who are married 48.36(16.68) Ln (male population) 7.33(1.68) 
Median income  40227(17857.29) Ln (population between ages 18 to 24) 2.00(0.77) 
Employment rate for females between ages 20 to 64 54.85(16.14) Ln (males between ages 18 to 24) 2.01(0.85) 
Employment rate for males between ages 20 to 64 64.48(19.30) Ln (females between ages 18 to 24) 1.88(0.83) 
Average household size (persons/household) 2.55(0.39) Ln (population between ages 15 to 44) 3.53(0.61) 
% of female residents with bachelor’s degree or higher 6.22(11.80) Ln (female worker force) 6.25(1.88) 
% of female with some college education 41.96(26.09) Ln (male work force) 6.40(1.85) 
% of all population with only high school certificate 31.85(18.95) Ln (male who are never married) 0.71(0.97) 
Employment rate of population who are between ages 20 to 24  50.86(26.55) Ln (females who are divorced) 2.26(0.79) 
Total population 7498.73(8801.94) Ln (females who are never married) 0.80(0.99) 
Ln (% of females with only high school certificate) 2.70(1.43) Ln (males with some college education) 2.89(1.42) 
Ln (% of females who are separated) 0.88(0.84) Ln (residents with some college education) 3.25(1.19) 
Ln (males with only high school certificate) 3.03(1.35)  
 Ln: Natural logarithm, %: Percentage 
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Figure 2.3: A general distribution of crash frequencies in each postal code 
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From Figure 2.4 (b) the estimates of the global Moran’s I indicate a z-score of 8.41.  As 

such, there is a less than 1% likelihood that this clustered pattern could be the result of random 

chance. The estimated Moran’s I index is 0.185 and a p-value of 0.000 for the actual crash 

frequencies. Table 2.2 shows the summary of the Moran’s I index.  

Table 2.2: Global Moran's I Summary 
Moran's Index: 0.185 
Expected Index: -0.002 
Variance: 0.001 
z-score: 8.410 
p-value: 0.000 

 

Further, to understand the DUI crash patterns, a cluster analysis was done as shown in 

Figure 2.5 using a Getis-Ord Gi* hotspot analysis of the crash data.  It depicts the high-high 

clusters areas which shows the postal codes where high crash frequencies are neighbors to each 

other and are statistically significantly clustered. High-low clusters indicate areas where postal 

codes with high crash frequencies are neighbors with postal codes with low crash frequency and 

they are significantly clustered. Low-high clusters indicate areas where postal codes with Low 

crash frequencies are neighbors with postal codes with high crash frequency and they are 

significantly clustered. And low-low clusters indicate areas where postal codes with low crash 

frequencies are neighbors with postal codes with other low crash frequency and they are 

significantly clustered.  



www.manaraa.com

25 
 

 
Figure 2.5: Cluster analysis of DUI crash frequencies. 

 

2.3.2 Socioeconomic Data 

Socioeconomic data were obtained from the US census website (United States Census 

Bureau, 2017). The data were filtered and cleaned for each postal code in Alabama. A total of 46 

postal code related parameters were considered and matched with DUI crashes. Table 2.3 

presents a summary of the significant independent variables. For comparison purposes, all 

socioeconomic variables considered in the analysis are summarized in Table 2.1 (see section 

2.3.1). 
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Table 2.3: Variable descriptive statistics per postal code 

Variable Mean 
Standard 
deviation 

Employment rate 47.604 13.464 
Percent of people living in rented housing  24.587 16.820 
Income ($10,000) 4.022 1.788 
Population density  302.121 729.960 

 

2.4 Model Estimation Results  

A non-semiparametric GWPR model was estimated using GWR4.09 (Nakaya, et al., 

2016). This section discusses the estimation results. The variables identified have a significant 

geographical variability across the State of Alabama. As seen in Table 2.4, the significant 

variables include employment rate, percentage of people living in rented housing, income and 

population density. 

The estimates are given as a range of values depicting geographical variability and 

demonstrating that the coefficients vary spatially across the State. The significant variables were 

taken as those that produced significant parameters in at least 80% of the postal codes. This 

percentage is acceptable where estimates vary geographically and has been used in other studies, 

(e.g., Li, et al., 2013). The estimates include the minimum, lower quartile, mean, median, 

maximum, and upper quartile value of the coefficient as presented in Table 2.4.      
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Table 2.4: Results for GWPR by postal code (Local independent variable estimates) 

Variable Minimum 
Lower 

quartile Mean median Maximum 
Upper 

quartile 

Intercept 0.000 3.009 3.313 3.356 10.491 3.780 

Employment rate -0.935 0.000 0.316 0.333 1.499 0.629 

Percent of people living 
in rented housing  

-0.747 0.000 0.343 0.268 1.703 0.672 

Income ($10,000) -1.122 -0.235 0.039 0.000 1.696 0.269 

Population density  -1.845 -0.081 1.093 0.041 21.481 1.207 

MAD 13.537 
MSPE 424.871 
% deviance explained 0.622 

Moran’s, I of residuals -0.030 
n 639 

 

The constant term has a minimum value of zero and a maximum value of 10.5 with the 

mean and median value tying at 3.3. This implies that, all factors being constant, a postal code 

can have no resident driver being involved in DUI crash or up to a maximum of 11 resident 

drivers getting involved in a DUI crash over a period of five years. This makes sense given that 

the dependent variable is a non-negative count data.  

A detailed procedure of how the significant variables were identified is included in 

Appendix 2A. The following section examines and discusses the spatial distribution of each 

significant variable. 
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2.4.1 Employment 

Employment rate in this analysis represent the percentage of labor force that is in gainful 

employment and is estimated as the number of employed persons as a percentage of total labor 

force per postal code. From Table 2.4, the estimated coefficient for employment rate has a 

minimum value of -0.9, a mean of 0.3 and a maximum value of 1.5. Therefore, it can be 

generalized that employment rate has a positive relationship with DUI crashes except for some 

rural areas where the relationship is negative.  

Figure 2.6 (a) presents the spatial distribution of employment rate in Alabama in each 

postal code. There are few postal codes with less than 10% in formal employment. From the 

map, about 45% of the postal codes have employment rate of between 25%-50%. The remaining 

45% of the postal codes have employment rate greater than 50%. Figure 2.6 (b) presents the 

corresponding t-statistics. The four clusters in red shows the postal codes where an increase in 

employment is negatively associated with DUI crashes. While the green areas show the postal 

codes where an increase in employment is positively associated with DUI crashes. The regions 

where DUI crash exhibit a negative association with employment are predominantly in rural 

areas of Alabama. As such, Figure 2.6 (b) indicates that an increase in employment in the rural 

areas reduce DUI crashes. And as observed, even though some rural areas have high employment 

rate, a further increase in employment potentially reduce DUI crashes. These findings can be 

investigated further for example, - what is the effect of dry and wet counties on DUI crash 

frequency given the dynamics of employment rate? An opposite relationship is observed in all 

urban areas where an increase in employment increases DUI crashes. This can also be a function 

of unobserved heterogeneity in the cosmopolitan urban areas. It is also a subject for further 

investigation considering factors such as changes in urban mobility given the dynamics in 
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who are highly educated and who have a high perception of permanent income. The maps show 

that, in general, rental housing is positively associated with DUI crashes except for the 

urban/educated regions (Birmingham and Huntsville areas) whose perception of permanent 

income is relatively high. This explains why an increase in rental housing is negatively 

associated with DUI in the urban/educated regions (Chirinko and Harper, 1993). Overall, the 

result indicates that there is a positive relationship between rental housing and DUI crashes in 

rural areas but not in urban areas. 

2.4.3 Income 

Figure 2.8 (a) present the spatial distribution median income in Alabama postal codes. As 

seen, most postal codes have average annual median income between 25,000 to 50,000. Figure 

2.8 (b) present the corresponding t-statistics for the median income. The areas in green indicate 

the postal codes where income has a positive relationship with DUI crashes. Most of the green 

areas are in rural Alabama. Interestingly, the positive and negative association between income 

and DUI crash frequencies share a 50-50 split. This is not paradoxical noting that the relationship 

between income and crashes has been widely investigated (e.g., Chirinko and Harper, 1993; Li, 

et al., 2013; Rhee, et al., 2016; Amoh-Gyimah, et al., 2017). 
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level of residents living in low income postal codes. As a result, when income rise in the rural 

neighborhood, the residents are more likely to indulge in increased leisure consumption such as 

alcohol.  

2.4.4 Population Density 

Figure 2.9 (a) presents the spatial distribution of population density in Alabama per postal 

codes. Figure 2.9 (b) shows the corresponding t-statistics for population density. Results of the 

GWPR showed that population density significantly influence DUI crash frequencies per postal 

code. The effect significantly varies spatially as demonstrated in part (b) of the map. The areas in 

green represent the postal code where an increase in population density leads to an increase in 

DUI crashes. The areas in red are those where an increase in population density leads to a decline 

in DUI crashes. These are mostly urban and cosmopolitan areas. Despite population density 

being high in urban areas (a), further increase in the density makes DUI crashes to decline. While 

density is low in rural areas (a), however, if the density increase, then DUI crashes also rise in 

rural Alabama. 
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there is no spatial autocorrelation among the residuals which eliminates any serial 

autocorrelation. 

Table 2.5: Goodness of fit statistics 
MAD 13.537 
MSPE 424.871 
Percent deviance explained 0.622 

Moran’s, I of residual -0.030 
n 639 

 

The fitness statistics in this study are used to appraise and comprehend the performance 

of the model. Figures 2.10 (a) and (b) shows the spatial distribution of the actual crashes versus 

the spatial distribution of the predicted crashes.  The figures show that the estimated model is 

good at predicting the DUI crashes since the results are a fair representation of the true values. 
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random. Summary of LISA analysis is shown below. The p-value is 0.197 showing that there is 

not enough evidence to indicate that the residuals are clustered which indicates absence of serial 

autocorrelation as required by the Gauss-Markov assumptions (Wooldridge, 2013). 

Table 2.6: Global Moran's I Summary 
Moran's Index: -0.030 
Expected Index: -0.002 
Variance: 0.001 
z-score: -1.290 
p-value: 0.197 
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2.5 Geographic Variability Test Results 

The results for geographical variability test for local coefficients is shown in Table 2.7. A 

test for geographical variability is performed on every significant variable to establish if the 

parameter is local or global. Global parameters are fixed and do not have geographical variability 

while local parameters significantly vary from region to region. From Table 2.7, the result of 

difference of criterion is negative for all variables which indicate that they significantly vary 

among the postal codes.  

Table 2.7: Results of geographical variability test of local coefficients using chi-square test 

Variable 
Difference of 

deviance 
Difference of degree 

of freedom 
Difference of 

Criterion 

Intercept 2801.351 23.1726 -2733.353 

Employment rate 674.2021 23.451 -605.422 

Percent of people living in 
rented housing 

1255.2911 22.797 -1188.350 

Median income in ten 
thousand 

741.7401 19.863 -683.095 

Population density 1140.628 17.596 -1088.455 

2.6 Kernel Density Estimation (KDE)  

KDE works by using a specified search radius and feature value that calculates the 

magnitude per unit kernel of a function (ESRI, 2017). It estimates the probability of a kernel 

function having a random variable outcome of the dependent variable. It is a technique that is 

used to study patterns and identify hotspots using GIS technology (Anderson, 2009). The density 

estimate for each location is given as follows (Fotheringham, et al., 2000): 

�� � �� � ZI3L � [I�\Z ]��> ^                         (2.15) 
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Where �� � �� is, the density estimates at location � � ��, 
 is the total number of 

observations, > is the bandwidth, [ is the kernel function, ��is the distance between location 

� � �� and location of the �=> observation. The [ function takes care of the “distance decay 

effect” such that the longer the distance between a point and the reference location the less the 

point is weighted in calculating the overall density (Xie and Yan, 2008). Whereas this study will 

utilize the planar KDE technique, there are other methods that are more suitable for network 

based approach to estimating kernel density such as one developed by Okabe (Okabe, et al., 

2006). 

2.6.1 Overview 

KDE technique is used to identify accident hotspots based on the assumption that the 

accident occurs in locations that are spatially dependent as such exhibit spatial interaction among 

the regions (Flahaut, et al., 2003). Anderson (2009) used kernel density estimation (KDE) to 

Identifying road accident hotspots in London. A kernel density estimation map was created and 

subsequently disaggregated by cell density to create a basic spatial unit of an accident hotspot. 

KDE has been used in several analyses of crash data (Xie and Yan, 2008; Anderson, 2009; Xie 

and Yan, 2013; Bíl, et al., 2013). The KDE method has two advantages: first, it spreads the risks 

by using a kernel around a certain band width, as such, it does not simply work with specific 

location of the accident. Second, it uses arbitrary spatial units which are homogenous across 

entire study area, it is very suitable where the spatial units of study have different sizes 

(Anderson, 2009). 
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2.6.2 Kernel Density Estimation Results 

In this study KDE has been used to identify hotspots for two categories of data. First, are 

hotspots for drivers who get involved in DUI crashes. Second is the hotspots for locations where 

DUI crashes occur. This has been done at reducing bandwidth (search radius) from a maximum 

of 1.0 map units to 0.05 map units. The two corresponding maps for driver postal codes and 

crash locations is presented in Figure 2.12 (a) and (b). The hotspots are areas that can be 

identified for further investigation and analysis. 
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2.7 Conclusion 

In this research, DUI crashes were explored and analyzed by estimating a GWPR model 

to help understand the relationship between the DUI crashes and socioeconomic factors per 

region while taking care of spatial dependence among various postal codes. A KDE map was 

also produced to give more insight on the DUI hotspots. It is important to understand the reasons 

behind geographical variations in human behavior. Particularly, to explore how variation in 

socioeconomic factors influence behavior that contribute to road accidents. In this way, relevant 

policies and decisions can be made to mitigate to improve safety. Socioeconomic factors are 

vastly heterogenous across geography. And thus, is the relationship between aggregated 

socioeconomic factors at macro level and road accidents. For example, a rural neighborhood can 

have a series of other explanatory variables that effecting different driving behavior. The GWPR 

is a statistical tool which takes care of the extensive spatial heterogeneity and spatial non-

stationarity. This technique is used in this study to demonstrate that the relationship between 

DUI crashes and socioeconomic factors is not the same everywhere in the State of Alabama.   

For example, the results suggest that the relationship between DUI crashes and the important 

factors namely -employment, income, population density and type of housing is not stationery 

but vary spatially within the State. The spatial variations are mapped in Figures 2.6 – 2.9. 

This study increases knowledge and creates awareness on the local nature of the impact 

of socioeconomic inequalities on crashes, particularly, those attributed to DUI. This exposition 

will add value and further advance the understanding of the relationship between human 

behavior and road accidents. In respect of the unobserved heterogeneities, these local 

relationships can be examined further. It is also important to mention that some of the 

observation might be counterintuitive and this is not abnormal with GWPR models as observed 
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by a couple other previous researcher (for example Hadayeghi, et al., 2010; Amoh-Gyimah, et 

al., 2017). 

Finally, whereas this study has been done at postal code level, it is important to consider 

existing planning level hierarchical boundaries as has been done by studies that applied traffic 

TAZ for safety planning (Abdel-Aty, et al., 2011). Other units of study already considered 

include census tracks, census wards, and census blocks (Amoh-Gyimah, et al., 2017). Some 

researchers have already estimated crash prediction models at TAZ level using land use data 

(Pulugurtha, et al., 2013).
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2.9 Appendix 2A – Steps for Variable Selection in GWPR    

Step 1: prepared the data in csv format and imported into GWR4.09 then used postal code 

as the key and projected a coordinate system to run the Poisson (count) model by selecting 

standardization of the independent variables and performing a geographical variability test.  

Step 2: used crash frequency as the dependent variable and an offset of 1 (assuming at 

least one DUI crash in each postal code over the entire five-year period). 

Step 3: by logical argument and reasoned forward selection, included all relevant 

variables as local independent variables in the initial analysis.  

Step 4: for geographical kernel weighting, the adaptive bi-square nearest neighborhood 

method was used with a selection criteria of corrected Akaike Information Criterion (AIC). 

Step 5: run the model and obtained the estimates for all parameters including test of 

geographic variability.  

Step 6: generated maps of t-statistics for all local independent variables from the outputs. 

Variable that were not significant in at least 80% of the postal codes were dropped and step 1 

through 6 repeated until t-statistics for all significant variables was obtained in at least 80% of 

the postal codes. 

The following maps shows typical maps of t-statistics for independent variables obtained 

in Step 6 in one of the loops. Note that these twelve maps include some of the variables that were 

dropped because they were not statistically significant in at least 80% of the postal codes. 
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CHAPTER 3. SPATIAL ECONOMETRIC ANALYSES OF SOCIOECONOMIC 
FACTORS AND TRAFFIC SAFETY – A CASE STUDY OF DUI CRASHES IN 

ALABAMA 

3.1 Introduction  

Traffic safety data and trends vary on a range of geographic scales.  For example, a single 

crash happens at a point along a roadway.  That roadway may be just inside of an area defined by 

local conditions such as complex terrain with substantial horizontal and vertical curve features. 

The local area could be in a rural region where access to emergency response is limited or where 

the presence of enforcement is sparse.  To further complicate the issue, it has been shown that 

the way people drive and overall attitudes towards driving safety varies spatially (Czech, et al., 

2010; Ellison, et al., 2015) and, many cases, clusters (Ozelim, et al., 2016; Adanu et al., 2017).  

The effects of spatial dependence and spatial heterogeneity draws from the problem of spatial 

aggregation, spatial externalities and spill-over effects documented throughout the econometric 

literature (e.g., Anselin, 1988; LeSage and Pace, 2009; Aguero-Valverde, 2013; Elhorst, 2013) 

and perhaps best described by a quote from the geographer Tobler (1970) that (ceteris paribus): 

“...everything is related to everything else, but near things are more related than distance 

things.” 

The purpose of this research is to explore the application of spatial econometric modeling 

techniques to identify and understand macro level socioeconomic factors influencing the 

occurrence of crashes.  

Regardless of whether a run-off-road or rear-end crash occurs and whether it was raining 

or the proper traffic control equipment was operational, there are myriad underlying human-
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related factors that contribute to crashes.  Certainly, specific driving behaviors (e.g., 

aggressiveness) or activities (e.g., drunk driving) contribute to the occurrence of crashes at 

specific locations (i.e., event scale).  Research has shown that certain human behaviors relate to 

overall socioeconomic (and even cultural) factors.  For example, it has been shown that certain 

socioeconomic groups may be less likely to wear seat belts and, thus, be more susceptible to 

severe injuries in the occurrence of a crash.  Similarly, behaviors such as drunk driving may be 

more acceptable (or tolerated) among certain population groups. Furthermore, it has been shown 

that certain common socioeconomic data (i.e., population groups) are often geographically 

clustered.  Therefore, efforts to understand how these factors influence crashes can be conducted 

at the macro level (from a spatial perceptive) to determine how and where behavioral 

countermeasures (e.g., targeted education or selective enforcement campaigns) might be most 

appropriate.  

This study specifically examines crashes involving drivers that were recorded as driving 

under the influence (DUI) at the time of crash.  A range of macro level socioeconomic 

characteristics are studied at the individual postal code level using a suite of spatial econometric 

models.  It involves the integration and analysis of large crash data sets in conjunction with 

socioeconomic data – all at the level of individual postal codes across the State of Alabama. It is 

intended that identification of socioeconomic trends affecting traffic safety can be used to inform 

more effective efforts and policies to target the underlying human factors causing crashes within 

(and across) specific regions.  

3.2 Background 

There have been previous efforts to study the spatial variation of factors contributing to 

crashes.  For example, (Quddus, 2008) used spatial autocorrelation and heterogeneity analysis to 
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estimate a model to estimate crash counts in London. Rhee at al., (2016) used spatial regression 

analysis to analyze traffic crashes in Seoul by estimating a spatial lag and spatial error models. 

Mannering and Bhat (2014) noted that issues resulting from unobserved heterogeneity, 

endogeneity, as well as spatial and temporal correlations remain a methodological barrier in the 

statistical analysis of crash data. 

Xu et al., (2017) recently used spatial econometrics to investigate spatially varying 

relationships between crash frequencies and related risk factors in Florida. Aguero-Valverde 

(2013) also applied spatial econometrics to estimate multivariate spatial models of excess crash 

frequency at area level in Costa Rica. There are other studies involving application of spatial 

econometrics to analyze crash data (e.g., Chiou, et al., 2014; Chiou and Fu, 2015; Soro, et al., 

2016). 

3.3 Spatial Econometrics 

Spatial econometrics is a technique that combines both spatial analysis and econometric 

analysis. It is an extension of the traditional econometric modeling technique that considers the 

presence of spatial autocorrelation among neighbors. Basically, spatial econometrics is way of 

accounting for spatial interdependence among observations when developing statistical models 

to estimate relationships among dependent and independent variables (Lesage, 1999; Lesage 

2008). Spatial dependence and spatial heterogeneity draws from the problem of spatial 

aggregation, spatial externalities and spill-over effects which is at the core of regional science 

and geography (Anselin, 1998). Spatial dependence simply means that observation at location � 
depends on other observations at locations � where � � � and can be expressed as follows: 

�� � ������ � � ��� � � 
� � � �      (3.1) 
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Basically, a “full” spatial econometric model with all the interaction effects is represented 

in vector form as follows (Elhorst, 2013).  

�� � _� �̀�I�\Z �� � ��� � � �̀�I�\Z 0� � X�    (3.2) 

X � a� �̀�I�\Z X � !�       (3.3) 

Where: 

�� represents a continuous dependent variable corresponding to region �; 
_�represents spatial autoregressive coefficient; 

�a�represents the spatial autocorrelation coefficient; 

��represents the coefficient for the spatially lagged parameters for to postal code �; 
X� represents residual from the spatial model; 

�  and Z represents independent parameters; 

�  and ��represents a vector of parameter estimates 

!� represents error terms which are independent and irrelevantly distributed !�#'�;� b6�c 
�̀� represents a matrix of spatial weights calculated as set out in section 3.4 below. 

The summation terms in Equations 3.2 and 3.3 then are there to reflect the spatial variation 

among individual parameters as follows:  

 � �̀�I�\Z �� represents endogenous interactions effects within the dependent variable; 

 � �̀�I�\Z 0 represents exogenous interactions among independent variables; and  

� �̀�I�\Z X represent any interaction among the error terms of different postal code.  

By choosing which interaction effects to consider, the form of the model can change. In 

other words, the way in which each model treats _� a� def���ghijk affects how an individual 

model addresses possible endogenous interactions effects, exogenous interactions effect, and/or 

interaction effects among error terms.  The current research applied nine separate spatial 
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econometric models to study the relationship between macro level socioeconomic factors and 

DUI crashes in Alabama.  The models are listed in Table 3.1 along with the treatment of the 

three main spatial parameters implicit to each. A full description of each of the models shown in 

Figure A3.1 are provided in the appendix to Chapter 3. 

Table 3.1: Treatment of Spatial Lag Parameters across Models 
Model l m n 

Spatial Durbin Error SDEM = 0 � 0 � 0 
Spatial Durbin Moving Average SDMA = 0 � 0 � 0 
Spatial Moving Average  SMA = 0 � 0 = 0 
Spatial Durbin SDM � 0 = 0 � 0 
Spatial Durbin Autoregressive Confused SDAC � 0 � 0 � 0 
Spatial Autoregressive Confused SAC � 0 � 0 = 0 
Spatial Autoregressive Moving Average SARMA � 0 � 0 = 0 
Spatial Durbin Autoregressive Moving Average SDARMA � 0 � 0 � 0 
Spatial Autoregressive Model SAR � 0 = 0 = 0 

3.4 Spatial Weights Matrix 

The spatial weights matrix ( �̀�  in Equations 3.2 and 3.3) is specified using a two-step 

process. First the binary contiguity matrix is specified. This takes the form of a matrix containing 

binary outcomes for proximity of neighboring regions (postal codes in the current study). In the 

matrix form, the spatial ID represented by rows and columns takes a value of 1 for neighbors and 

value of 0 for regions that do not touch as illustrated in the sample contiguity matrix show in 

Figure 3.1 (Elhorst, 2013).  

 

 

 

 

 

 



www.manaraa.com

59 
 

 

Z1 Z2 Z3 Z4 Z5 … Zn 
Z1 0 1 0 1 0  0 
Z2 0 0 1 1 0  1 

C = Z3 0 1 0 0 1  0 
Z4 1 0 0 0 0  1 
Z5 0 0 1 0 1  0 

  

. 

. 

.      

 

 
Zn 0 1 0 0 1  0 

Figure 3.1: Sample contiguity matrix 

The diagonal values of the contiguity matrix must be zeros to avoid any region being considered 

as a neighbor to itself.  

The final spatial weights W, are then created by standardizing and normalizing the 

contiguity matrix such that the sum of the horizontal values in the weights matrix must sum up to 

one. From the sample contiguity matrix above, the corresponding spatial weights matrix is 

illustrated in Figure 3.2. 

Z1 Z2 Z3 Z4 Z5 … Zn 
Z1 0.00 0.50 0.00 0.50 0.00  0.00 
Z2 0.00 0.00 0.33 0.33 0.00  0.33 

W = Z3 0.00 0.50 0.00 0.00 0.50  0.00 
Z4 0.50 0.00 0.00 0.00 0.00  0.50 
Z5 0.00 0.50 0.00 0.50 0.00  0.00 

  

. 

. 

.      

 

 
Zn 0.00 0.00 0.50 0.00 0.50 0.00 0.00 

Figure 3.2: Spatial weights matrix formats 

In this study, contiguity and spatial weights matrices were created for all the postal codes 

in Alabama using the process described above for use in the spatial econometric modeling 

process.   
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3.5 Data Description 

Crash data for the State of Alabama were obtained from the Critical Analysis Reporting 

Environment (CARE) software developed by the Center for Advanced Public Safety (CAPS) at 

the University of Alabama. Each crash record contained all details related to a crash recorded by 

the police at the time of the crash for more than 647,000 crashes over the 2009 – 2013 study 

period.  For the current study, the data were filtered resulting in a total of 21,818 crash records 

where DUI were the primary contributing circumstance.  Each crash record contained the postal 

code of “Driver 1” indicating the driver was determined to be “at-fault” by the reporting police 

officer.  The DUI crashes were then sorted by postal code. The mean DUI crash rate 

(crashes/population) per postal code was determined to be 13.9 with a standard deviation of 

25.11. Socioeconomic data were obtained from the US Census Bureau (U.S. Census Bureau, 

2017). Population-based crash rates were computed by dividing the DUI crash frequencies by the 

population of residents in each postal code.  Table 3.2 summarizes the relevant crash data and 46 

socioeconomic data categories assembled for the study.   Figure 3.3a shows the percentage of 

crashes caused by drivers in a zip code that were DUI crashes and Figure 3.3b shows the DUI 

crash rate by population for each zip code. 
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Table 3.2 Variables considered in Spatial Econometric Models 

Variable Description (by postal code) 
Mean (Std. Dev) Variable Description (by postal code) Mean (Std. Dev) 

Crash rates normalized by population  0.01(0.01) Ln (males between ages 15 to 17) 1.24(0.73) 
% of population between ages 15 to 17 4.08(3.20) Ln (males who are separated) 0.55(0.85) 
% of females between ages 15 to 17 3.82(4.05) Ln (population who are separated) 0.81(0.74) 
% of males between ages 15 to 44 37.76(13.02) Ln (Crash rates normalized by population) -2.76(0.42) 
% of females between ages 15 to 44 36.49(12.71) Ln (population who are living in rented housing) 2.90(0.94) 
% of population aged above 65 16.23(10.02) Ln (% of females who have less than high school certificate) 2.09(1.43) 
% of males aged above 65 14.28(9.89) Ln (female population) 7.38(1.67) 
% of females aged above 65 18.11(11.13) Ln (% of male with bachelor’s degree or higher) 0.64(1.03) 
Employment rate  47.68(13.33) Ln (% of male who have less than high school certificate) 2.46(1.43) 
% of residents living in rented housing 24.43(16.58) Ln (population of residents with less than high school education) 2.51(1.24) 
% of population living in their own housing 74.19(18.54) Ln (population who have bachelor’s degree or higher) 0.97(1.10) 
% of population who are married 49.56(15.69) Ln (unemployment rate) 2.26(0.84) 
% of population who are divorced 11.70(5.37) Median income ($10,000) 4.02(1.79) 
% of population who are never married 12.69(24.75) Ln (divorced population who are black) 1.85(1.21) 
% of males who are married 51.96(16.57) Ln (divorced population who are white) 2.24(0.82) 
% of males who are divorced 11.39(6.48) Employment rate of population who are between ages 16 to 19 2.43(1.35) 
% of females who are married 48.36(16.68) Ln (male population) 7.33(1.68) 
Median income  40227(17857.29) Ln (population between ages 18 to 24) 2.00(0.77) 
Employment rate for females between ages 20 to 64 54.85(16.14) Ln (males between ages 18 to 24) 2.01(0.85) 
Employment rate for males between ages 20 to 64 64.48(19.30) Ln (females between ages 18 to 24) 1.88(0.83) 
Average household size (persons/household) 2.55(0.39) Ln (population between ages 15 to 44) 3.53(0.61) 
% of female residents with bachelor’s degree or higher 6.22(11.80) Ln (female worker force) 6.25(1.88) 
% of female with some college education 41.96(26.09) Ln (male work force) 6.40(1.85) 
% of all population with only high school certificate 31.85(18.95) Ln (male who are never married) 0.71(0.97) 
Employment rate of population who are between ages 20 to 24  50.86(26.55) Ln (females who are divorced) 2.26(0.79) 
Total population 7498.73(8801.94) Ln (females who are never married) 0.80(0.99) 
Ln (% of females with only high school certificate) 2.70(1.43) Ln (males with some college education) 2.89(1.42) 
Ln (% of females who are separated) 0.88(0.84) Ln (residents with some college education) 3.25(1.19) 
Ln (males with only high school certificate) 3.03(1.35)  
 Ln: Natural logarithm, %: Percentage 
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For analysis purposes, the DUI crash rate was a transformed into a continuous variable, 

CR, as shown in Equation 1 to satisfy the Gauss-Markov OLS assumptions for econometric 

model estimation as follows (Wooldridge, 2013).  The properties of the resulting CR variable are 

shown in the histogram and scatter plot (by postal code) shown in Figures 3.4 and 3.5, 

respectively. 

 Qo � T
p�QW	%>qW	=(���rs              (3.4) 

 

Figure 3.4: Histogram of Ln (CR) across individual postal codes 
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Figure 3.5: Scatter of CR across individual postal codes 

Figures 3.4 and 3.5 clearly show that the transformed crash variable approximates a 

normal distribution. This implies it is suitable for estimation using OLS methodologies. Figure 

3.5 presents an up and down movement around a central tendency line which implies that the 

data is stationery. As such, it depicts no specific pattern or trend which makes it appropriate for 

model estimation without any transformation. 

3.6 Results and Discussion 

Nine spatial econometric models were estimated. The models were estimated using SAS 

Enterprise Guide version 7.1. After developing the suite of nine spatial econometric models to 

estimate crash rates for individual postal codes, a total of eight independent variables were 

determined to be significant in addition to two variables capturing spatial lag properties.  The 

final modeled parameters are summarized in Table 3.3.    
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Table 3.3: Descriptive statistics of model variables 

Variable Description (by postal code) Mean (Std. Dev.) 
Variable 

Name 
Dependent Variable 

Natural log of crash rates normalized by population in postal code -2.757 (0.418) CR 

Employment 

Employment rate 47.678 (13.331) EmpRate 

Employment rate for ages 20 – 24 50.86 (26.546) EmpU24 

Natural log of the male work force  6.402 (1.849) EmpMale 

Family and Housing 

Percentage of residents living in rented housing 24.43 (16.581) PRental 

Average household size (persons/household) 2.547 (0.388) HHSize 

Education 

Percentage of female residents with Bachelor’s degree or higher 6.215 (11.802) EdFem 

Natural log of residents with some college education.  3.246 (1.195) PHiEd 

Income  

Median income ($10,000) 4.023 (1.786) Income 

Spatial lag 

Percentage of residents living in rented housing 24.43 (16.581) RentLag 

Natural log of population of all residents with less than high school education 2.51 (1.242) HiEdLag 

 

The estimated results from the nine spatial econometric models are presented in Tables 

3.4 – 3.6 where each table displays the results of three models.  The tables include coefficients, 

standard errors (in parentheses) and the t-statistics for each parameter found to be significant in 

each model.  The models are not directly comparable due to the difference in the 

heteroscedasticity attributed to the residuals. These heteroscedasticities are, however, taken care 

of in the spatial effects, spatial dependence, spatial error terms and spatial lag analysis. 

Nonetheless, significant parameters can be discussed together and compared one to another.    It 

is perhaps of interest to note that the signs of the mean parameter values are the same for all 

significant variables which is not coincidentally consistent with other findings, for example 

(Castro, et al., 2012).  
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Table 3.4. Results for SAR, SDM and SDEM 

Variable Description SAR SDM SDEM 
Coefficient t-statistics Coefficient t-statistics Coefficient t-statistics

Intercept -1.581 (0.098) -16.170 -1.625 (0.094) -17.260 -1.553 (0.090) -17.310 
Employment 

EmpRate - - -  
EmpU24 - 0.002 (0.001) 3.440 0.002 (0.001) 2.770 
EmpMale - -0.068 (0.012) -5.610 -0.072 (0.012) -6.200 

Family and Housing 
PRental -0.005 (0.001) -6.150 -0.003 (.001) -2.840 -0.002 (0.001) -2.690 
HHSize -0.157 (0.036) -4.400 -0.133 (0.035) -3.810 -0.150 (0.034) -4.480 

Education 
EdFem -0.004 (0.001) -3.020 -0.003 (0.001) -2.890 -0.003 (0.001) -3.050 
PHiEd -0.122 (0.012) -9.810 -0.104 (0.014) -7.310 -0.101 (0.013) -7.510 

Income 
Income -0.036 (0.008) -4.370 -0.020 (0.009) -2.270 -0.022 (0.009) -2.520 

Spatial Lag Effects 
RentLag - -0.003 (0.001) -2.900 -0.004 (0.001) -3.500 
HiEdLag  - 0.089 (0.019) 4.690 0.058 (0.014) 4.130 
rho (spatial lag coefficient) 0.029 (0.011) 2.700 0.038 (0.020) 1.920 - 
lambda (spatial error coefficient) - 0.310 (0.042) 7.370 
sigma2 (variance) 0.117 (0.007) 17.870 0.107 (0.006) 17.870 0.097 (0.005) 17.790 
Standard errors are in parentheses. Level of significance is at 95%. Parameter values that were not significant at 95% are omitted. 
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Table 3.5: Results for SMA, SDMA and SAC 

Variable Description SMA SDMA SAC 
Coefficient t-statistics Coefficient t-statistics Coefficient t-statistics 

Intercept -1.621 (0.092) -17.520 -1.894 (0.052) -36.450 -1.967 (0.051) -38.390
Employment 

EmpRate 0.004(0.001) 3.060 -  - 
EmpU24 - 0.002 (0.001) 3.480 - 
EmpMale -0.080 (0.010) -7.840 -0.081(0.012) -6.960 - 

Family and Housing 
PRental - - -0.002 (0.001) -2.600 -0.004 (0.001) -4.690
HHSize -0.164 (0.034) -4.770 - - 

Education 
EdFem -0.003 (0.001) -3.060 -0.003 (0.001) -2.710 -0.003 (0.001) -2.730
PHiEd -0.088 (0.014) -6.510 -0.100 (0.014) -7.220 -0.132 (0.012) -10.810

Income 
Income -0.020 (0.009) -2.230 -0.027 (0.009) -3.000 -0.046 (0.009) -5.390

Spatial Lag Effects 
RentLag - -0.004 (0.001) -3.440 - 
HiEdLag  - 0.059 (0.014) 4.190 - 
rho (spatial lag coefficient) - - - 0.019 (0.010) 1.910
lambda (spatial error coefficient) -0.330 (0.044) -7.570 -0.261 (0.044) -5.890 0.274 (0.043) 6.320
sigma2 (variance) 0.107 (0.006) 17.810 0.105 (0.006) 17.830 0.112 (0.006) 17.810
Standard errors are in parentheses. Level of significance is at 95%. Parameter values that were not significant at 95% are omitted 
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Table 3.6: Results for SDAC, SARMA and SDARMA 

Variable Description SDAC SARMA SDARMA 
Coefficient t-statistics Coefficient t-statistics Coefficient t-statistics 

Intercept -1.985 (0.052) -38.340 -1.965 (0.051) -38.320 -2.075 (0.048) -42.900
Employment 

EmpRate - - - 
EmpU24 - - - 
EmpMale - - - 

Family and Housing 
PRental -0.004 (0.001) -4.540 -0.004 (0.001) -4.970 - 
HHSize - - - 

Education 
EdFem -0.003 (0.001) -2.790 -0.003 (0.001) -2.710 -0.004 (0.001) -3.210
PHiEd -0.134 (0.012) -10.960 -0.130 (0.012) -10.560 -0.140 (0.012) -11.430

Income 
Income -0.045 (0.009) -5.290 -0.045 (0.009) -5.340 -0.037 (0.008) -4.430

Spatial Lag Effects 
RentLag - -0.005 (0.001) -4.030
HiEdLag  0.045 (0.021) 2.100 0.065 (0.021) 3.130
rho (spatial lag coefficient) 0.053 (0.019) 2.790 0.021 (0.010) 2.120 *0.035 (0.021) 1.660
lambda (spatial error coefficient) 0.250 (0.045) 5.530 -0.242 (0.045) -5.410 -0.230 (0.045) -5.130
sigma2 (variance) 0.112 (0.006) 17.820 0.116 (0.007) 17.840 0.116 (0.007) 17.840
Standard errors are in parentheses. Level of significance is at 95%. Parameter values that were not significant at 95% are omitted.  *SDARMA parameters at the 90%. 
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The constant term is quite significant with a negative sign in all the models and ranges 

from minimum value of -2.075 to maximum value of -1.553. This implies that, ceteris paribus, 

any given (i.e., a randomly selected) driver form any given postal code is not likely to be 

involved in a DUI crash. The finding is consistent with previous research on adult driving 

populations that confirmed that drivers generally avoid drinking and driving (Shinar, 

Schechtman, and Compton, 2001).  The following sections discuss the coefficient estimates for 

the significant variables and the corresponding impact on DUI crashes. The discussions are based 

on the broader socioeconomic groups of the parameters.  

Each of the models summarized in Tables 3.4 – 3.6 contain ten significant macro level 

parameters classified into five main socioeconomic categories; employment, housing, education, 

and income. Goodness of fit statistics for all models are summarized in Table 3.7 including 

rankings of each model according to individual fitness measures.  The results indicate that the 

SDEM model provides the best fit according to the conventional measures reported.  The SDMA 

and SMA models then appear to alternate between the second and third rankings while the others 

maintain a consistently relative fitness ranking from SDM at fourth to SAR at ninth.  Table 3.7 

also shows the number of macro level parameters each model found significant out of the ten 

found to be significant across the suite of nine models. 
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Table 3.7: Goodness of Fit Statistics 

Model 
Log 

Likelihood Rank AIC Rank SBC Rank 

# 
Significant 
Parameters 

SDEM -168.87 1 361.73 1 415.25 1 7 
SDMA -182.59 2 387.18 2 436.24 3 6 
SMA -187.96 3 393.92 3 434.06 2 6 
SDM -191.99 4 407.98 4 461.50 4 7 

SDAC -210.39 5 438.78 5 478.92 6 5 
SAC -212.56 6 441.13 6 476.81 5 4 

SARMA -215.84 7 447.69 7 483.36 7 5 
SDARMA -216.14 8 450.27 8 490.41 8 4 

SAR -221.46 9 458.92 9 494.60 9 5 
 

As noted by Nochajski and Stasiewicz (2006), DUI drivers are a heterogeneous group 

and cannot be defined using one model.  As such, it would be insufficient to simply identify the 

top ranked (i.e., best fitting) model and interpret its significant parameters. Table 3.8 summarizes 

the role the final eight macro level parameters play in each of the models in terms of whether the 

individual parameter increases “+” or decreases “-” the DUI crash for a given postal code. The 

following sections, then, provide a discussion of each of the category of parameters that includes 

observations gleaned from all nine models rather than confine the discussion to just the top-

ranked ones in terms of fit. 
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Table 3.8: Goodness of Fit Statistics 
Model EmpRate EmpU24 EmpMale PRental HHSize EdFem PHiEd Income 

SDEM  + - - - - - - 
SDMA  + - -  - - - 
SMA +  -  - - - - 
SDM  + - - - - - - 
SDAC    - - - - - 
SAC    -  - - - 

SARMA    - - - - - 
SDARMA     - - - - 

SAR    - - - - - 

3.6.1 Employment 

Table 3.8 indicates that four of the models (SDM, SDEM, SMA, and SDMA) suggest 

that employment-related issues influenced DUI crashes.  The SMA model was the only one that 

showed any relationship to the overall employment rate in a postal code; the observation being 

that higher employment levels increase DUI crashes.  The other three showed a similar 

relationship between employment levels among persons 20 – 24 years of age, a parameter not 

found significant in the SMA model.  These four models all showed that an increase the male 

participation in the workforce decreased DUI crashes.  These results are interesting in that it 

shows that some employment factors within a postal does affect the rate at which residents in 

those postal codes cause DUI crashes.  

It is perhaps of interest to note that the “best fitting” model, SDEM, estimated effects for 

the employment of younger people while the two next best models, SDMA and SMA, differed in 

the some of the employment-related parameters found to be significant.  All three top models, 

however, agreed that the increasing employment among males appears to reduce DUI crashes. 
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3.6.2 Family and Housing 

Table 3.8 shows the top performing model found both family and housing parameters to 

be significant.  Specifically, the results showed that seven of the models indicate a negative 

relationship between the percentage of rental housing in a postal code and the rate of DUI 

crashes caused by its residents.  This is an interesting and perhaps counterintuitive finding.  

When viewed in terms of macro level spatial characteristics, however, it becomes more 

informative.  Further analysis of the socioeconomic data indicates that the more populous postal 

codes (i.e., more urbanized) have larger percentages of rental housing.  And, as noted in 3.6.5 

below, the spatial lag parameter for the rental housing variable indicated significant clustering.  

In other words, postal codes with higher rental housing percentages exhibited lower DUI crash 

rates and this relationship appeared to influence DUI crash rates in neighboring postal codes.  

Such results seem to suggest that the rate of drivers causing DUI crashes is higher in rural areas 

of Alabama than in urban area – perhaps indicating a different attitude (i.e., acceptance) toward 

drunk driving among these communities.  A different set of seven models showed that as the 

average household size increases the rate of DUI crashes decreases.   Such a result is interesting 

in that households with more people (e.g., families) exhibit less propensity towards drunk 

driving. 

3.6.3 Education 

Perhaps one of the most interesting findings of the study is that all the models estimated 

indicate that a more educated population contributes to a lower DUI crash rate for a given postal 

code.  Specifically, the percentage of college educated women in a postal code and the overall 

percentage of postal code residents with at least a high school education was shown to reduce the 

occurrences of DUI crashes both locally and globally.    



www.manaraa.com

73 
 

3.6.4 Income  

As with education, Table 3.8 show that all nine of the models found the average median 

income of a postal code to significantly reduce the DUI crash rates attributable to its residents.  

Clearly, higher incomes likely correlate to higher education levels.  The finding however, 

perhaps speaks to the larger cultural issue of an overall tendency to engage in risky behaviors 

among high income individual (e.g., Romano et al, 2006; Factor et al, 2008). 

3.6.5 Spatial Dependence and Spatial Effects 

The results confirm that there is spatial autocorrelation among the dependent variable and 

the error terms. This is indicated by the statistically significant spatial lag coefficient and spatial 

error coefficient. This shows that there is spatial correlation among drivers causing DUI crashes 

in each postal code. As indicated, the spatial lag coefficient is statistically significant in all the 

models which confirms that any of the nine models is appropriate for the data. In addition, the 

lag coefficient is positive in all scenarios which indicates that there is a positive association 

among frequency of drivers who cause DUI crashes. Similarly, the spatial error coefficient is 

statistically significant which indicates the presence of spatial heterogeneity. In addition, 

variance of the error term is statistically significant in all the models which indicate that it has a 

non-zero variability. 

There are two factors with spillover effects on DUI crash rates. Percentage of people 

living in rental housing and the percentage of residents with less than high school education. This 

observation highlights the difference between rural and urban clusters. Most clusters in urban 

areas live in rental housing while most clusters in rural areas would have less than high school 

education. As such, urban areas register fewer DUI crashes compared to rural neighborhood. 
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3.7 Conclusion 

This study utilizes applied spatial econometrics models to estimate crash rates and 

identify variables that define DUI crash frequency in a postal code. It produces unbiased 

coefficient estimates and identifies parameters with spillover effects.  It investigated the 

relationship between socioeconomic parameters and crash frequency per population. 

Four important macro level socioeconomic factors that influence DUI crash frequency 

per population include employment, family and housing, education, and income. These findings 

are consistent with many previous studies for example (Mayhew, et al., 1981; Abdel-Aty and 

Abdelwahab, 2000; Hassan, et al., 2001; McKnight and McKnight, 2003; Romley, et al., 2007; 

Fu, 2008; Factor, et al., 2008; Peck, et al., 2008; and Romano, et al., 2015; Machado-León, et al., 

2016).  

In summary, the effect of each of socioeconomic factors include: 

• Employment  

As the rate of employment increase, DUI crashes also increase. An increase in 

employment rate of young residents between ages 20-24 particularly, increase crash rates. 

Employment of more men however, reduced DUI crashes. An increase in employment 

rate represent an increase in the number of people who are able to buy alcoholic drinks. 

As a result, it leads to an increase in the number of people who are able to drink and 

drive.  

• Family and Housing 

Generally, an increase in household size reduce DUI crash frequency. Semilarly, 

locations where most people lived in rental housing also have fewer crash rates than 

locations where most people live in own housing.  
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• Education  

Basically, higher education is negatively associated with DUI crash rates. Particulalry, as 

more women get educated, DUI crash rates decrease.  

• Income  

Eventhough having more income increases the purchasing power of an individual, the 

results show that having a high income reduce the probability of being invovled in a DUI 

crash.  

Finally, quantification of the direct and indirect effects of both global and local spillover 

effects can be a subject for further research. In addition, higher orders of the Autoregressive 

(AR) and Moving Average (MA) models can also be investigated further.
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3.9 Appendix 3 – Taxonomy of Spatial Econometric Models 

The following section presents details of ten spatial econometric models followed by 

Figure A3.1 that depicts how the various models are related.  The first one represents a basic 

linear model and, although foundational to the others, it is not used in the current study because 

the coefficient estimates would not be BLUE due to violation of the Gauss-Markov assumptions 

of No-serial correlation, multicollinearity and deterministic parameters. The remaining nine 

models represent the ones used in the previously presented analyses.  

3.9.1 Linear Model  

The linear model can be described in vector form as:  

�� � ���� � !�� � � ��� � � 
 

where  !�#'�;� b6�, �� is a )t��vector that denotes the values of ) parameters at unit 

� and � is a ) � parameter vector. 

3.9.2 Spatial Autoregressive (SAR) Model 

The SAR model accounts for spatial dependence in the dependent variable- the 

endogenous interaction effect. In matrix notation, the first-order spatial autoregressive model is 

expressed in vector form as (Anselin, 1988; Anselin, 2001):

 

�� � _u �̀�
I

�\Z �� � ��� � !� 
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And the standard estimator is the SAR is the maximum likelihood estimator (MLE) given 

as (Anselin, 2001) and (SAS Institute Inc., 2016): 

T � 5
R 1
�Rvb6� 5 �M� 5 ���w�M� 5 ���Rb6 � 1
OMO 
Where�_ is spatial autoregressive coefficient, !�#'�;� b6�, � � ��R�
�/�)�x$�(%� �� is a 

)t��vector that denotes the values of ) parameters at postal code unit � and � is a ) � parameter 

vector. �̀� is the ��� ��=>  element of the weights matrix ` subject to �̀� � ;. Which also 

denotes the spatial weight between postal code ��	
���.  M � �PI 5 _`� with PI being an 
t
 

identity matrix. OMO denotes the determinant of M. 

3.9.3 Spatial Durbin Model (SDM)  

The SDM accounts for exogenous and endogenous interaction effects. It considers 

spatially lagged dependent variables as well as spatially lagged explanatory variables. It shows if 

inclusion of lagged parameters is warranted or not warranted in the model specification (Anselin, 

1988). It allows the model to include factors in the region of observation plus the same factors 

averaged over the neighboring regions (Lesage, 2008). In general, SDM model is given in vector 

form as (LeSage and Pace, 2009): 

�� � _u �̀�
I

�\Z �� � ��� � �̀�0� � !� 
By letting  �y � z���`0{ and �y � ��w����w� the SDM model can be re-written as: 

�� � _u �̀�
I

�\Z �� � �|}�y�!� 
Further, the standard estimator is the SDM is the maximum likelihood estimator (MLE) 

given as (Anselin, 2001): 
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T � 5
R 1
�Rvb6� 5 *M� 5 �y�y+w*M� 5 �y�y+Rb6 � 1
OMO 
Where 0 is a ~t� vector denoting the values of ~ parameters measured in postal code �. 

� is the coefficient for the spatially lagged parameters with respect to postal code �. The 

descriptions of the other variables are the same as explained above (SAS Institute Inc., 2016).  

3.9.4 Spatial Durbin Error Model (SDEM)  

SDEM takes care of exogenous interaction effect and spatial dependence among the error 

terms. The SDEM is described using two stage formulation as (LeSage and Pace, 2009): 

�� � ��� � �̀�0� � X� 
X � a �̀�X � !� 

By letting  �y � z���`0{ and �y � ��w����w� the SDM model can be re-written as: 

�� � �|}�y��DZ!� 
Where  @ � �PI 5 a`� with PI being an 
t
 identity matrix. The log likelihood 

estimation for SDEM is given as follows (Anselin, 2001). 

T � 5
R 1
�Rvb6� 5 &@*� 5 �y�y+,w&@*� 5 �y�y+,Rb6 � 1
O@O 
 O@O denotes the determinant of @. And the remaining variables are as already discussed 

above.  

3.9.5 Spatial Moving Average Model (SMA)  

Like any other moving average model, the SMA takes care of local autocorrelation by 

accounting for spatial dependence among the error terms. The vector formulation is given as 

(LeSage and Pace, 2009):  

�� � ��� � X 
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X � *PI 5 a �̀�+!� 
PI denotes a vector of 
 constant values. The log likelihood estimation is given as follows 

(Anselin, 2001). 

T � 5
R 1
�Rvb6� 5 z@DZ�� 5 ���{wz@DZ�� 5 ���{Rb6 5 1
O@O 
All variables are as already described above. Note that, in the SEM, the residual is a 

function of the error terms- it depends on the error terms of the regression. While, in the SMA 

the error term is a function of the residual of the error term function- it takes the form of a 

traditional moving average function. See (Gonzalez-Rivera, 2016) for more details regarding 

moving average models.  

3.9.6 Spatial Durbin Moving Average Model (SDMA)  

The SDMA model compares to SMA model but it also accounts for spatially lagged 

explanatory variables- that is exogenous interaction effects.  The general vector formulation for 

the SDMA is given as (SAS Institute Inc., 2016): 

�� � ��� � �̀�0� � �PI 5 a`���� 
By letting  �y � z���`0{ and �y � ��w����w� the SDMA model can be re-written as: 

�� � �|}�y�@!� 
And the log-likelihood function for model estimation is given as (Anselin, 2001): 

T � 5
R 1
�Rvb6� 5 &@DZ*� 5 �y�y+,w&@DZ*� 5 �y�y+,Rb6 5 1
O@O 
All variables are as already described above.  
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3.9.7 Spatial Autoregressive Confused Model (SAC)  

Spatial Autoregressive Confused (SAC) model takes care of spatial dependence in the 

dependent variable as well spatial dependence in the error term (LeSage and Pace, 2009). In a 

nut shell, it is a combination of Spatial Autoregressive (SAR) model and Spatial Error Model 

(SEM). The SAC cab be implemented with a single spatial weights matrix in which Z̀ � 6̀ �`  (Lesage, 2008). This approach handles the influence that the parameter would have within 

the postal code and between the postal codes. The formulation can be presented in vector form as 

follows (SAS Institute Inc., 2016): 

�� � _ Z̀�� � ��� � !� 
X � a 6̀X � !� 

The model is estimated using the log-likelihood function given as follows (SAS Institute 

Inc., 2016): 

T � 5
R 1
�Rvb6� 5 z@�M� 5 ���{wz@�M� 5 ���{Rb6 � 1
OMO � 1
O@O 
Where @ � �PI 5 a 6̀� and M � �PI 5 _ Z̀� and all variables are as already described 

above.  

3.9.8 Spatial Durbin Autoregressive Confused Model (SDAC)  

Spatial Durbin Autoregressive Confused (SDAC) model is an extension of the SAC 

model which accounts for the exogenous effect. That is, it takes care of the dependence among 

observations, dependence among error terms and the influence that the neighboring parameters 

have on the dependent variable, all at the same time in one model (SAS Institute Inc., 2016). 

SDAC is an extension of SDM which nests the SAC model in it and is given in vector form as 

follows (LeSage and Pace, 2009): 
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�� � _ Z̀�� � ��� � Z̀0� � X� 
X � �PI 5 a 6̀�DZ!� 

Like SDM, by letting  �y � z��� Z̀0{ and �y � ��w����w�w the SDAC model can be re-re-

written as: 

�� � _ Z̀�� � �|}�y��PI 5 a 6̀�DZ!� 
The model is estimated by log-likelihood estimation method given as (SAS Institute Inc., 

2016): 

T � 5
R 1
�Rvb6� 5 &@*M� 5 �y�y+,w&@*M� 5 �y�y+,Rb6 � 1
OMO � 1
O@O 
All the used variables are as already explained above.  

3.9.9 Spatial Autoregressive Moving Average Model (SARMA)  

SARMA is like SMA model but it accounts for spatial dependence among error terms as 

well as spatial dependence among the dependent variable. It is basically a combination of the 

SMA model and the SAR model (LeSage and Pace, 2009). This can be represented in vector 

form as follows (Lesage, 2008): 

�� � _ Z̀�� � ����X� 
X � �PI 5 a 6̀�!� 

The log-likelihood function for the SARMA is given as (SAS Institute Inc., 2016): 

T � 5
R 1
�Rvb6� 5 z@DZ�M� 5 ���{wz@DZ�M� 5 ���{Rb6 � 1
OMO 5 1
O@O 
All the used variables are as already explained above.  
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3.9.10 Spatial Durbin Autoregressive Moving Average Model (SDARMA)  

SDARMA accounts for spatial dependence among error terms as well as spatial 

dependence among the dependent variable and considers the influence of the exogenous 

parameters, the influence of the parameters within the postal code and between the postal codes. 

The spatial weights Z̀ and 6̀ can be identical and equal to ` or can be different. In this study, 

Z̀ � 6̀. The vector formulation is given as shown below (SAS Institute Inc., 2016):  

�� � _ Z̀�� � ��� � Z̀0� � X� 
X � �PI 5 a 6̀�!� 

The log-likelihood function for the SDARMA is given as (SAS Institute Inc., 2016): 

� 5
R 1
�Rvb6� 5 &@DZ*M� 5 �y�y+,w&@DZ*M� 5 �y�y+,Rb6 � 1
OMO 5 1
O@O 
All the used variables are as already explained above.  
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Figure A3.1: Relationships among different spatial econometric model forms
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CHAPTER 4. ANALYSIS OF THE IMPACTS OF ROAD CRASHES ON FREEWAY 
CONGESTION AND MOBILITY – A CASE STUDY OF INTERSTATE 65 IN 

ALABAMA 

4.1 Introduction 

This research presents a comprehensive analysis of the relationship between traffic 

accidents and congestion. Traffic accidents are not only a leading cause of death (World Health 

Organization, 2015) but also a major cause of nonrecurring congestion (Wanga, et al., 2013). 

Crashes occurring on congested urban freeways result in significant delays to commuters, freight 

traffic, and all travelers (Jones, et al., 1991). The Federal Highway Administration (U.S. 

Department of Transportation. Federal Highway Administration, Dec 2008) estimated that 

Traffic Incident Management efforts in USA are credited with reducing annual delay by 129.9 

million hours with an associated cost savings of $2.5 billion. Despite the efforts, traffic incidents 

are not only frequent but also life threatening to motorists and responders, particularly regarding 

secondary crashes (Wang, et al., 2016). Additionally, it is estimated that between 2003 and 2007, 

some 70 emergency responders (e.g., police) and 54 maintenance personnel have lost their lives 

after being struck by vehicles along the highway (U. S. Department of Transportation. Federal 

Highways Administration, 2008). At the same time, the Towing and Recovery Association of 

America (TRAA) reported a loss of more than 100 towing operators in the line of service. 

Effective incident management requires an understanding of incident patterns, frequency 

and duration (Giuliano, 1989). The benefit of reducing incident duration by one minute is 

estimated as $1,320 per incident (Adler, et al., 2013). The subject of incident congestion duration 

has been a topic of study by previous researchers (e.g., Dickerson, et al., 2000; Quddus, et al., 
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2010; Hojati, et al., 2013; Hojati, et al., 2014). Sullivan et al (2013) used crowd sourced vehicle 

speed data and accident report records to measure nonrecurring congestion along Interstate 65 in 

Birmingham area, Alabama. Factors affecting the crash timeline from occurrence to clearance, 

taking into consideration police notification, police arrival time up to the time police leaves crash 

scene have also been studied (e.g., Drakopoulos, et al., 2001). In addition, Hojati et al (2013) 

listed various methods used for estimating incident duration models such as: linear regression 

analysis, non-parametric regression methods and tree-style classification models, support vector 

regression, conditional probability analyses, probabilistic distribution analyses, time sequential 

methods, discrete choice models, Bayesian classifier, fuzzy logic models, and artificial neural 

networks. 

Previous research has shown that incident prediction models can improve management of 

nonrecurring congestion (Garib, et al., 1997). Incident duration can be predicted by several 

factors including: the number of lanes affected, number of vehicles involved, truck involvement, 

time of day, police response time, and weather condition (Garib, et al., 1997). A study by 

Giuliano (1989) showed that major of explanatory factors for incident duration includes incident 

type, time of day, truck involvement, and lane closures. An accurate prediction of incident 

duration can help traffic operators implement appropriate mitigation measures (Pereira, et al., 

2013). On the same note, Mekker et al (2015) analyzed three years of crash data and crowd 

sourced probe data to classify crashes associated with certain kinds of queue conditions and 

traffic flow conditions on interstates in Indiana.  

The general objective of this research is to develop and test a methodology to identify 

factors that influence the magnitude (i.e., severity) of congestion attributed to crash events at a 

network level using statistical modeling techniques. After presenting the conceptual development 
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of the proposed methodology, its potential use is illustrated through a case study application of 

interstate crash data in Alabama. 

4.2 Conceptual Approach 

To analyze the traffic congestion attributable to crash events, this study defines a new 

measure called speed differential mile hours (SDMH) defined by Equation 4.1.  

JN?� � �� � *���FD�������+���F���F �� � S U�1(%       (4.1) 

 

Where: 

U� and U� indicate start and end milepost, 

=��	
��=� are the initial and end time stamps, and  

��J� is the free flow speed at road segment �.   
The SDMH is calculated by analyzing a segment upstream of a crash location following a 

crash event using the six-step process described below: 

• Step 1 – traffic speed data is collected (from vehicle probe data) for the segment where 

the crash event occurs.  

• Step 2 – estimate reduction in free flow speed (per mile per minute ) attributed to the 

crash.  

• Step 3 – sum reduction in free flow speed for each minute and each segment length.  

• Step 4 – divide the reduction in free flow speed per mile per minute by 60 to obtain the 

reduction in speed per mile per hour per segment. 
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• Step 5 – sum up the values obtained in Step 3 which gives the speed differential mile 

minute.  

• Step 6 – divide value obtained in Step 5 by 60 to obtain the SDMH.  

Figure 4.1 illustrates two sample applications of this this process. Figure 4.1a shows how 

the process is followed step-by-step to calculate an SDMH of 0.5 and provides a visual image of 

the time-space domain.  Figure 4.1b, then illustrates how a more intense speed reduction and 

longer upstream impact results in a larger SDMH being calculated – in this case and SDMH of 

13. 
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Figure 4.1: Estimation of the SDMH for a crash event 
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4.3 Data Description 

An SDMH was calculated for each 4,814 crash events recorded on Interstate 65 (I-65) in 

Alabama during 2014.  The crash data was obtained from the Critical Analysis Reporting 

Environment (CARE) developed by the Center for Advanced Public Safety (CAPS) at the 

University of Alabama. The crash data comprised individual crash records containing all details 

recorded by the police at the time of the crash including when the crash occurred, when the 

police arrived, and the exact location on the roadway. Crowd sourced speed data was obtained 

from probe vehicle based service INRIX for the entire length of I-65 through the State of 

Alabama.  The speed data was recorded as average speeds on a second-by-second basis in 1-mile 

increments.  Weather data for 2014 was obtained from the national weather service website to 

identify the exact weather conditions present during and immediately after the crash.  All the 

three categories of data were integrated by time and location to develop a complete picture of 

conditions affecting each crash event and its resulting level of traffic congestion. 

Figure 4.2 illustrates how the SDMH is calculated and interpreted using a space-time 

diagram developed from actual data. Specifically, it shows three crash-congestion events.  The 

time and location of the crash is marked with a white diamond marker, the police response time 

as a black line, and the time the police arrive on site as a gray diamond. 
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Figure 4.2: Example of a Time space diagram for a crash congestion event  
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Figure 4.2 shows that Crash #1 occurs within the milepost 262 traffic message channel 

(TMC) segment. The police response time is about 10-minutes and traffic remained stable at 

speeds greater than 50 mph until the police arrived. Once police arrived, traffic had to shift for 

the move-over law and congestion began to build. The SDMH for this crash is 40.7. 

Crash #2 occurred at 15:55PM as a primary sideswipe crash (note the inset table of 

Figure 4.2). Based on the data, crash report, and visual depiction of queueing in Figure 4.2, 

traffic congestion quickly built up behind the disabled vehicles before police arrived. The queue 

built over about an hour to a length of about 10-miles. The SDMH for this crash is 156.2 which 

appropriately suggest a much greater impact or severity of congestion than crash #1. 

Just as the queue from crash #2 was about to clear, crash #3 occurred as a secondary 

crash near the back of the crash #2 queue. Based on the data and crash report for crash #3, the 

vehicle was moved to the side of the road as no additional queue formed upstream of the crash 

location at mile post 251.8. However, the final callout on Figure 4.2 identifies residual 

congestion during the PM peak period near the interchange ramps. The SDMH for this crash is 

37.6, which is about the same as crash #1. The congestion region for crash #2 and crash #3 is 

very consistent with traditional shockwave theory (May, 1990).  

4.4 Methodology 

The relationships among the characteristics of each interstate crash and the ensuing 

congestion (as measured by SDMH) were explored using statistical analysis.  The following 

sections present the development of a dependent variable from the calculated SDMH attributable 

to an individual crash and the statistical technique used to estimate its relationship to crash-

related parameters. 
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4.4.1 SDMH Variable Development 

The SDMH was calculated for each of the 4,814 crashes in 2014 on Interstate 65, the 

SDMH was measured for each event. The SDMH was bounded to 5-miles upstream of the crash 

location and to a 1-hour duration after the time of the crash. These boundaries were used to help 

normalize the sampling region and eliminate other phenomena that can contribute to congestion 

other than the crash alone. The alternative to a fixed-boundary approach is using an algorithm to 

delineate the boundary and capture the “entire” crash, but these algorithms can be challenging 

under real conditions. For example, a crash occurring during peak periods with normally-

anticipated recurring congestion will have part of the congestion attributed to the crash while part 

of it will be attributed to the peak time recurring congestion (refer to crash #2 in Figure 4.2). In 

another scenario, a crash occurring when there is inclement weather can be challenging to 

delineate the reduction in speed due to a crash versus the wide-spread drop in speed due to 

weather over the entire region. Therefore, to fairly estimate the impact of a crash on congestion, 

a fixed-boundary approach was used in this work. The SDMH approach in this paper is 

advantageous in that observing segments with no reduction in speed would not contribute to 

error in the SDMH measurement (refer to Figure 4.1 where the “0” drop in speed does not 

increase the overall SDMH score). 

Finally, to avoid the need for a precise continuous metric, four discrete categories of 

congestion severities based on the SDMH scores were established to include: No congestion, 

Low congestion, Medium congestion, or High congestion as summarized in Table 4.1. Vehicle 

probe data has been used in the past to quantify and discretely categorize incident-related non-

recurrent congestion on key interstate facilities in a similar fashion (Sullivan, et al., 2013). 
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Table 4.1: Congestion severities and SDMH band widths 
Congestion severity Fall in free flow speed (SDMH) 

Range (mph) 

Percentage represented 

No congestion 0 26% 

Low congestion 1-10 27% 

Medium congestion 10-50 25% 

High congestion >50 22% 

4.4.2 Statistical Analysis 

This study uses a mixed logit model to characterize crash congestion because it can 

address the limitations of multinomial logit by allowing for heterogeneous effects (unobserved 

heterogeneities) and correlation in unobserved factors as shown by Savoleinen, et al., (2011). 

The approach is also used because of the ability to provide a reasonable level of accuracy as 

shown by Anastasopoulos and Mannering (2011). Mixed logit assumes that choice probability is 

a mixture of logits with specific mixing distribution (Revelt and Train, 1997). McFadden and 

Train (2000) showed that it provides a flexible and computationally practical approach to 

discrete response analysis. Many researchers have used mixed logit models to study road safety 

(Train, 1998; Gkritza and Mannering, 2008; Milton, et al., 2008; Anastasopoulos and Mannering, 

2009; Moore, et al., 2011; Ukkusuri, et al., 2011; Mehta and Lou, 2013; Islam and Jones, 2014; 

Islam, et al., 2014; Islam and Hossain, 2015). In general, mixed logit is widely used and 

accepted. Other models which take into consideration unobserved heterogeneity such as random 

parameter negative binomial, have also been estimated to increase the understanding of road 

safety (Chin and Quddus, 2003; Venkataraman, et al., 2011; Anastasopoulos, et al., 2012; 

Venkataraman, et al., 2013).  
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Discrete categorization of congestion has been used in past studies based on different 

thresholds. For example, Sullivan et al., (2013) used crowd sourced vehicle probe data and 

accident reports to measure nonrecurring congestion along Interstate 65 in small urban area in 

Birmingham Alabama by categorizing congestion severities as a discrete outcome. Given the 

above discrete outcomes, the probability of a crash having any congestion severity is estimated. 

The strength of random parameter models derives from the ability to allow parameter values to 

vary across population (Washington, et al., 2011). The development of mixed logit modeling 

approach follows the work of McFadden and Train (2000) which takes the form of the following 

probability outcome. 

��I � ����I � !�I        (4.2) 

Where: 

��Iis the probability of crash 
 having congestion severity �, 
�� is a vector of estimable parameter for severity � which may vary across population, 

��I is an independent variable and 

!�I is a disturbance term.  

The above equation takes the form of a standard Multinomial form shown below.  

�I��� � �*�F�FG+� �*����G+��         (4.3) 

Where: 

�I is the probability of crash 
 having congestion severity �.  
For a mixed logit model, the outcome probabilities for the above equation therefore 

becomes. 

�I���� � � �I������O���� ��      (4.4) 

Where: 
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���O��is the density function of � with � being the vector of parameter of that density 

function (mean and variance). 

As such, the mixed logit function can be expressed as follows (Washington et al, 2011; 

Anastasopoulos and Mannering, 2011).  

�I���� � � �*�F�FG+� �*����G+�� ���O���� ��      (4.5) 

The parameters are approximated using Halton draws method by randomly drawing 

values of � from ���O�� and using the values to estimate a simple multinomial logit probability. 

Bhat (2003) showed that 200 Halton draws is sufficient to estimate the parameters. The 

simulated log-likelihood function is given as follows (Washington et al., 2011).  

TT � � � ��IT'z�I����{��\Z�I\Z       (4.6) 

Where: 

' is the total number of crashes, 

P is the total number of severities (in this case four) and  

��I is defined as 1 if the observed discrete outcome for crash 
 is � and zero otherwise.  

This study uses a normal distribution form of the density function and the simulated 

likelihood function is maximized.  

Finally, marginal effects (for continuous covariates) are estimated sing the following 

equation (Mannering, 2009; Washington et al., 2011).  

K��F���� � z� 5 ����{����.        (4.7) 

Where: 

���� is the probability of having congestion severity ���. 
�� is the parameter estimate for variable � under category " in congestion severity �.  
This is the effect of a 1% change in variable � on the probability of congestion severity �.  
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The marginal effects for indicator variables (where 0 represent a NO and 1 represent a 

YES) is also given as follows (Mannering, 2009; Washington et al., 2011).  

K��F���� � � ���z �¡F�F�{� ����¡�����������z �¡F�F�{� ����¡������¢� ����¡��������£�G��G 5 �¤ S �;;       (4.8) 

Where the variable descriptions are the same as for marginal effects estimates for 

continuous covariates.  

4.5 Results 

Variable selection was done using a guided forward selection process to test the 

hypothesis of each additional variable. Variables and transformations of variables (such as 

creating binary indicators and variable interactions) were added and the model adjusted 

accordingly. The SDMH was used as the dependent variable which represented the congestion 

severities as presented in Table 4.1. The analysis was done in NLOGIT4.0 software 

(NLOGIT4.0, 2011) and the results are presented in Table 4.2. It shows coefficient estimates and 

the t-statistics including the mean and standard deviation of random parameters. All the 

parameters included are statistically significant (statistically different from 0 at 95% level of 

confidence). Normal distribution provided the best fit for all the random parameters. 
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Table 4.2: Model Parameter Estimates  

Parameter Coefficient Std error Prob t-statistics 
95% Confidence 

Interval  
No Congestion 
AADT   -0.024 0.004 0.000 -6.000 0.032 -0.016 
Dry road surface 1.183 0.197 0.000 6.000 .796 1.570 
Urban area -1.158 0.220 0.000 -5.260 1.589 -0.727 
Weekend 0.717 0.169 0.000 4.240 .386 1.049 
Random parameters 
Heavy trucks (Standard deviation) -0.160 0.035 0.000 -4.580 0.229 -0.092 

(0.186) (0.034) (0.000) (5.530) (0.120) (0.252) 

Low congestion severity        
Intercept -2.575 0.569 0.000 -4.520 3.691 -1.459 
Early morning 3.118 0.475 0.000 6.570 .188 4.048 
Misty weather 0.881 0.262 0.001 3.370 .369 1.394 
Medium congestion severity       
Intercept -3.997 0.575 0.000 -6.950 5.125 -2.869 
Rain 6.107 0.940 0.000 6.500 .265 7.949 
AADT   0.012 0.001 0.000 9.020 .009 0.014 
Warning signs  2.499 0.635 0.000 3.930 .253 3.744 
Vehicle towed 0.591 0.092 0.000 6.410 .410 0.772 
DUI 0.687 0.243 0.005 2.830 .212 1.163 
Early morning 3.765 0.478 0.000 7.880 .828 4.702 
Random parameters 
Winter season (Standard deviation) 0.164 0.220 0.456 0.750 0.267 0.594 

(1.882) (0.628) (0.003) (3.000) (0.652) (3.113) 
Bridge (Standard deviation) -0.491 0.633 0.438 -0.780 1.732 0.750 

(2.784) (1.391) (0.045) (2.000) (0.058) (5.510) 
High congestion severity       
Intercept -6.496 0.645 0.000 -10.070 7.760 -5.233 
AADT   0.016 0.002 0.000 10.520 .013 0.020 
Speed 1.046 0.222 0.000 4.720 .612 1.481 
Work zone workers 1.462 0.262 0.000 5.570 .947 1.976 
Snow 4.235 0.427 0.000 9.910 .397 5.073 
Morning peak time 1.009 0.133 0.000 7.590 .748 1.269 
Afternoon peak time 1.343 0.121 0.000 11.060 1.105 1.581 
Physical barrier present in median 0.659 0.124 0.000 5.340 .417 0.902 
Random parameters 

Fatal Crash (Standard deviation) 0.227 0.158 0.151 1.440 0.083 0.538 
(1.646) (0.322) (0.000) (5.120) (1.015) (2.276) 

Number of Observations 4694 
Log-likelihood at convergence  -5723.436 
McFadden Pseudo R-squared 0.120      
R-squared 0.1205 
Standard deviation of random parameters is in parentheses. Std error: Standard error. Prob: Probability.  

 

Marginal effects calculated from the analysis show the relationship between the 

dependent variable and the parameters. Table 4.3 is a summary of the estimated marginal effects 

for each significant variable. 
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Table 4.3: Marginal effects 
No congestion Low Medium High 

Heavy trucks No congestion  -0.260 - - - 

Road surface No congestion  0.400 - - - 

Urban area No congestion  -0.426 - - - 

Weekend No congestion  0.071 - - - 

Misty weather Low congestion  - 0.008 - - 

Rain Medium congestion  - - 0.021 - 

Warning signs  Medium congestion  - - 0.003 - 

Vehicle towed Medium congestion  - - 0.151 - 

DUI Medium congestion  - - 0.009 - 

Early morning Low congestion  - 0.088 - - 

Medium congestion  - - 0.069 - 

Winter season Medium congestion  - - 0.098 - 

Bridge Medium congestion  - - 0.019 - 

AADT   No congestion  -0.996 - - - 

Medium congestion  - - 0.486 - 

High congestion  - - - 0.700 

Speed High congestion  - - - 0.594 

Work zone workers High congestion  - - - 0.020 

Snow High congestion  - - - 0.025 

High severity crash High congestion  - - - 0.370 

Morning peak time High congestion  - - - 0.091 

Afternoon peak time High congestion  - - - 0.160 

Median present High congestion  - - - 0.334 

4.6 Discussion 

The marginal effects are presented in Table 4.3. This is the effect of a 1% change in the 

variable, or change of category given a binary variable, on the probability of having any 

congestion severity. The following section presents the impact of each significant variable on 

congestion severity.  

4.6.1 No Congestion 

As presented in Table 4.1, No congestion is characterized by an SDMH of 0 - in which, a 

crash on an interstate does not results in a change in free flow speed. From the marginal effects 

presented in Table 4.3, a 1% increase in AADT reduces the probability of having No congestion 
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by about 99%.  In other words, adding traffic to the interstate increases the chance of a crash 

causing congestion as would be expected. Crashes occurring during the weekend are more likely 

to cause No congestion. Table 4.1 suggests that crashes occurring over the weekend a 7% more 

likely to result in No congestion as it would reasonable be anticipated that overall volumes are 

lower and travel times/routes more elastic than weekdays (e.g., commuting periods). Crashes 

occurring in urban sections of I-65 were shown to reduce the probability of No congestion by 

approximately 43%. A crash occurring on a dry road surface condition increased the probability 

of having No congestion by about 40%. This finding agrees with other studies on relationship 

between speed and road surface condition (e.g., Cao, et al., 2016).  

The results indicate that heavy trucks have a random effect on congestion. About 80.5% 

of the time, a 1% increase in heavy truck volume reduced the probability of having no 

congestion by 26.1% (the procedure for the marginal effect estimates from random parameters is 

included in Appendix 4B).  Crashes involving trucks may be more likely to be severe and, 

perhaps more importantly, can increase the chance of blockage of one or more lanes 

(Grenzeback, et al., 1990). On the other hand, heavy trucks increase the probability of having no 

congestion by 19.5%.  

4.6.2 Low Congestion 

Low congestion was defined in Table 4.1 as exhibiting an SDMH value from 1 – 10. 

There are only two variables that significantly characterizing low congestion severity. The first 

one is early morning crashes which occur between 1:00 am and 5:00 am. The probability that the 

congestion will be low during early morning is higher by about 8.8%. In addition, misty weather 

conditions also appear to slightly (0.1%) increase the chance low congestion.  
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4.6.3 Medium Congestion 

Eight factors significantly contribute to Medium congestion (SDMH of 11-50). Crashes 

involving driving under the influence (DUI) showed a slightly higher chance of resulting in 

medium congestion.  This result is interesting when viewed considering literature noting that 

DUI crashes often involve injuries (e.g., Xie, et al., 2012) and that injury crashes typically 

increase the likelihood of congestion (Hojati, et al., 2013).  A crash occurring during rainy 

conditions increases the probability of having a medium congestion by 2.1% and is consistent 

with previous findings (e.g., Andrey, 2010). In addition, a crash that involves a vehicle being 

towed increases the probability of a medium congestion by about 15%. This agrees with previous 

research findings for example (Hojati, et al., 2013) which indicated that vehicle towing increases 

overall incident clearance time.  Crashes outside the warning sign zone were only slightly more 

likely to cause medium-severity congestion by about 0.3%. Early morning (1:00 am to 5:00 am) 

crashes were also expected to cause medium congestion. The probability of having a medium 

congestion increases by about 6.9% during these hours. On the other hand, a 1% increase in 

AADT (in 1000 vehicles) increases the probability of having a medium congestion by 48.6%.  

Finally, Crashes which occur at a bridge section - an overpass or underpass, have a random effect 

on medium congestion. For about 43% of the time, crashes occurring at a bridge section increase 

the probability of a medium congestion severity by about 1.9%. While for 57% of the time, 

crashes at a bridge site are less likely to have medium congestion. The estimates of all marginal 

effects are included in Appendix 4B. Finally, the winter season (December, January, and 

February) exerts a random effect on medium congestion. The probability of the congestion being 

medium during the winter increased by about 10% for more than half (53.5%) of the time.  
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4.6.4 High Congestion 

Traffic volume (i.e., AADT) exerted the largest influence on whether a crash resulted in 

high congestion (SDMH > 50). A 1% increase in AADT (or additional 1000 vehicles) increased 

the probability of high congestion by about 70%.  In addition, a crash occurring when there is 

snow increased the chance of high congestion by 2.5% - it should be noted that the crash data 

analyzed was for only one year (2014) and there were very few snow events in that year in 

Alabama. The presence of workers increases the probability of having a high congestion by 

about 2%. In addition, crashes caused by drivers whose estimated speed was higher than 60 mph 

increased the probability of a high congestion severity by 59.4% as higher speeds would be 

expected to more likely result in more severe injuries which would increase incident clearance 

times.  Presence of a physical barrier/median separating opposing traffic increases the probability 

of having a high congestion severity by approximately 33.4% as has been shown by other (e.g., 

Tay and Churchill, 2007). Moreover, a crash occurring during either morning and afternoon peak 

time 6am to 8am and 4pm to 6pm) increases the probability of having high congestion by about 

9% and 16%, respectively. This is intuitive due to relatively higher traffic volumes during these 

hours. Finally, fatal crashes have a random effect on high congestion. For 55.5% of the time, a 

fatal crash increases the probability of having high congestion by about 37%. On the other hand, 

fatal crashes decreased the probability of having high congestion 44.5% of the time.  

4.7 Conclusions  

This research provides insight into the relationship between the characteristics of 

crashes occurring on interstate facilities and the congestion resulting from such events.  It is 

intended that a better understanding of this relationship can help inform traffic and incident 

management strategies to more efficiently deploy resources (e.g., emergency responders, service 



www.manaraa.com

107 
 

patrol vehicles).  An improved understanding of the relationship between crashes and congestion 

can help lead to mobility improvements and important safety enhancements by reducing the 

propensity for secondary crashes.
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4.9 Appendix 4A 
Table 4A.1: Descriptions of the Significant Variables 

Category Description 

No congestion 

AADT   Traffic volume in 1000 vehicles 

Dry road surface 1 if surface road condition is dry 0 otherwise 

Urban area 1 if crash location is urban area 0 otherwise 

Weekend 1 if day is Saturday or Sunday, 0 otherwise 

Heavy trucks Percent heavy vehicles 

Low congestion 

Early morning 1 if time is between 1am and 5am, 0 otherwise 

Misty weather 1 if weather condition is misty 0 otherwise 

Medium congestion  

Rain precipitation  

AADT   Traffic volume in 1000 vehicles 

Warning signs  1 if crash occurs outside of the warning signs area 0 otherwise 
Vehicle towed 1 if vehicle involved required towing 0 otherwise 
DUI 1 if the driver was under the influence of alcohol, 0 otherwise 

Early morning 1 if time is between 1am and 5am, 0 otherwise 

Winter season 1 if month is either December, January or February 0 otherwise 

Bridge 1 if crash occurred on Feature on Bridge/Overpass/Underpass 0 otherwise 

High congestion  

AADT   Traffic volume in 1000 vehicles 

Speed 1 if speed is greater than 60mph, 0 otherwise 

Work zone workers 1 if workers are present in the work zone 0 otherwise 

Snow 1 if surface road condition is snow 0 otherwise 

Morning peak time 1 if hour is from 0600hrs to 0800hrs 0 otherwise 

Afternoon peak time 1 if hour is either 1600hrs or 1700hrs or 1800hrs 0 otherwise 
Physical barrier present in median 1 if there is a physical barrier between opposing lanes 0 otherwise 
Fatal Crash  1 if the crash severity is fatal, 0 otherwise 
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Appendix 4B- Estimation of marginal effects for random parameters  

  

                             (a)     (b) 

Figure 4B.1: Estimating Random effects of heavy trucks 
Source: http://onlinestatbook.com/2/calculators/normal.html  
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                             (a)     (b) 

Figure 4B.2: Estimating Random effects of winter season 
Source: http://onlinestatbook.com/2/calculators/normal.html  
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                             (a)     (b) 

Figure 4B.3: Estimating Random effects of bridge sites 
Source: http://onlinestatbook.com/2/calculators/normal.html  
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                             (a)     (b) 

Figure 4B.4: Estimating Random effects of high severity crash 
Source: http://onlinestatbook.com/2/calculators/normal.html 
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CHAPTER 5. CONCLUSIONS AND RECOMMENDATIONS 

5.1 Conclusions 

This research demonstrates the importance of accounting for spatial features in crash 

analyses. Chapters 2 and 3 illustrated how spatial variations of socioeconomic factors affects 

traffic safety among and within different regions (i.e., different spatial scales). Chapter 4 shows 

that accounting for the spatial relationships (in conjunction with the time domain) between crash 

locations and the extent to which upstream traffic is impacted, reveal useful traffic management 

and incident response related information. Specific observations gleaned from the individual 

chapters are summarized in the following sections along with recommendations for future 

research.  

The two studies on DUI (i.e., chapters 2 and 3) demonstrate the importance of accounting 

for spatial variation among socioeconomic factors. Both accentuate the need for further 

investigation of unobserved heterogeneities.  

The Geographically Weighted Poisson Regression (GWPR) model identified the 

relationship between the DUI crashes and socioeconomic factors per region while taking care of 

spatial dependence among various postal codes. The findings indicate that there are four 

significant local variables with significant geographical variability which characterize DUI 

crashes in any postal code. 

To begin with, Rate of employment is positively related to DUI crashes in most of the 

postal codes. Because of the geographic variability, there are some postal codes where rate of 

employment is negatively related to DUI crash frequencies. Employment significantly vary 
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across geography and it influence how people behave towards risk attributed to driving while 

drunk. Second, percentage of people living in rented housing has geographically varying impact 

on driver behavior. In general, findings show that DUI crashes are more in rural regions (where 

few people live in rental housing) than in urban regions (where more people live in rental 

housing). Third, income is negatively associated with DUI crash frequencies in most of the postal 

codes. The relationship is however different across different regions. These significant 

geographic variability is probably a function of the unobserved heterogeneities. Finally, 

population density was also found to have a positive association with DUI crashes in most postal 

codes. DUI crashes are generally high in postal codes with higher population density that in 

postal codes with low population density.  

In addition, a suite of spatial econometric models was estimated for DUI crash rates per 

region in Alabama using macro level socioeconomic factors. Like the GWPR results, four 

categories of socioeconomic factors were found to influence the DUI crash rates. First, 

Employment- Three aspects of employment that influence driver behavior, particularly, DUI 

include the total rate of employment, employment rate for young people aged between 20 to 24 

and employment rate for men. The research indicates that as total rate of employment increase, 

DUI crashes also increase. Similarly, an increase in employment rate of young people between 

ages 20-24, increases crash rates. Employment of more men however, reduced DUI crashes. 

These findings do not lead to recommendation that employment should be reduced, however, it 

points to the type of postal codes and people who should be targeted for education and increased 

awareness. Second, Family and Housing – This include average household size and percentage 

of people living in rented housing. Results indicated that an increase in household size reduce 

DUI crash frequency. Similarly, locations where most people lived in rental housing also have 
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fewer crash rates than locations where most people live in own housing. Which basically, show 

that there are more DUI crashes in rural regions than in urban regions. Thirdly, Education - 

higher education is negatively associated with DUI crash rates. Particularly, as more women get 

educated, DUI crash rates decrease. Finally, Income – on average as income increases, the DUI 

crash rates reduce in a postal code. This also concurs with the indication that rural regions (with 

low income) have high DUI crashes than urban regions (with high income).   

Lastly, this research identified the relationship between crashes and highway traffic 

congestion by focusing on four categories of congestion outcomes following a crash event 

namely - No congestion, Low congestion, Medium congestion and High congestion. No 

congestion outcome following a crash event depends on many factors. The probability of having 

no congestion increases during weekend (Saturday and Sunday) and when the road surface is 

dry. However, the probability of having no congestion reduces in urban areas, and when there is 

an increase in AADT and particularly heavy truck volume. Low congestion on the other hand is 

expected to be low if a crash occurred between 1:00 am and 5:00 am or if weather was misty at 

the time of the crash. Medium congestion outcome followed a crash event during any of the 

following circumstance - rainy weather, outside of a warning sign area, if the vehicle in the crash 

needed to be towed, if the drivers in the crash was under influence of alcohol, if the crash 

occurred between 1:00am and 5:00 am or in winter (December, January, February), if the crash 

occurred at a section of a bridge and generally, if there is an increase in AADT. Finally, High 

congestion outcome is more likely if a crash event took place under any of the following general 

conditions - if AADT increases, if the speed at time of crash was higher than 60mph, if it 

occurred at a work zone, if there was snow, if it occurred during peak time (either morning or 
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afternoon peak time), for fatal crashes and if there is a physical barrier/median separating 

opposing traffic lanes. 
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5.2 Recommendations  

Whereas the objectives of this research were successfully achieved, some 

recommendations are warranted as follows. 

• Investigate socioeconomic influence on other driver-related crashes such as speeding, 

aggressive driving, distracted driving, seatbelt use, mechanical failure, etc. 

• Use spatial results to drill down to deeper understanding of relationship between crashes 

and the types of people who cause them 

• Investigate spatial relationships between where crashes occur and where at-fault drivers 

live 

• Conduct spatial analyses at different scales (e.g., TAZ) to align with planning methods 

• Investigate ways to leverage congestion severity work to understand occurrences of 

secondary crashes 

• Examine effects of treating congestion severity (i.e., SDMH) variable as a continuous 

variable
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